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Abstract—The motion with intersections of relativistic gravitating shells in the Schwarzschild gravitational
field of a central body is considered. Formulas are derived for calculating parameters of the shells after inter-
section via their parameters before intersection. Such special cases as the Newtonian approximation, intersec-
tions of light shells, and intersections of a test shell with a gravitating shell are also considered. The ejection of
one of the shells to infinity in the relativistic region is described. The equations of motion for the shells are ana-
lyzed numerically. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

An interesting application of the theory of gravitat-
ing, spherically symmetric shells is related to the possi-
bility of modeling some properties of star clusters by
the evolution of such shells, each moving in the field
produced by all the remaining shells and the central
body [1–6]. Let there be steady motion of a large num-
ber of gravitating particles (stars) around a nonrotating
central body at rest. Because of the large number of par-
ticles, each of them may be assumed to move in an
average stationary spherically symmetric field (which
is not a Schwarzschild field inside the cluster but trans-
forms into a Schwarzschild field outside the cluster).
Each particle moves along a trajectory that is a general-
ization of elliptical orbits in Newtonian mechanics; the
total energy and total angular momentum of each parti-
cle are conserved. Let us single out a sphere of arbitrary
radius r0 inside the cluster at some arbitrary time t0 and
single out the particles on this sphere with equal radial
velocities and with the same absolute value of the total
angular momentum per unit rest mass, whence it fol-
lows that the total energies per unit rest mass are also
equal. One can see from the first integrals of geodesics
in a stationary spherically symmetric field that the
radial motion of all the singled-out particles obeys the
same equations. This implies that the radial motion of
all these particles is the same; i.e., they all form what is
called a shell. Whereas the shell as a whole moves only
radially, its constituent particles also move tangentially
inside the shell. When the number of particles is large,
the tangential particle motions may be treated as cha-
otic motions with the parameters distributed uniformly
1063-7761/02/9503- $22.00 © 0371
and isotropically on the two-dimensional shell surface.
Consequently, these motions can be taken into account
hydrodynamically as the presence of a tangential pres-
sure. The radial behavior of a cluster is modeled by the
motion of a discrete set of infinitely thin shells, each
moving in a vacuum. The radial motion is accurately
taken into account by solving the gravitational equa-
tions. Of course, not all cluster properties can be
described in terms of this model but several aspects of
its dynamics are well modeled. These include, for
example, the violent relaxation of a star cluster [1, 5]
and the ejection of some of the cluster layers during its
collapse after the loss of stability.

Clearly, the model described above has the follow-
ing two main determining elements: first, the motion of
one shell in the field of a central mass and, second, the
motion of two shells in the field of a central mass,
including the possible intersections of the shells with
one another. The first problem was solved by Chase [7]
more than thirty years ago. This author did not raise the
question of applications to analysis of the cluster
behavior but derived the equation of motion for one
shell with a tangential pressure (in general, also with an
electric charge) and studied its stability against col-
lapse. He derived the equation of motion for a shell in a
general form, i.e., without making any special assump-
tions about the equation of state for the shell matter.

Up until now, there has been no complete general-
relativity solution to the second problem. We hope that
this paper will bridge this gap to some extent. We
emphasize that, unless the shells intersect, their equa-
tions of motion are a trivial generalization of the equa-
2002 MAIK “Nauka/Interperiodica”
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tion of motion for one shell. This is because a spheri-
cally symmetric shell produces no gravitational field
within itself and, therefore, does not affect anything
inside it. At the same time, the effect of the inner shell
on the outer shell can be easily taken into account: only
the mass parameters of the Schwarzschild metrics in
outer (relative to the inner shell) regions change. Thus,
the main problem here is related precisely to the inter-
section of shells and involves allowance for the effects
of a large number of such intersections. In this case, we
treat the intersection as a purely ballistic process; i.e.,
each shell is affected only by its surrounding gravita-
tional field, and there is no direct nongravitational inter-
action between the shells at the time of their intersection.
For this condition to be satisfied, the joining must be such
that, in the limit of test shells (whose gravitation may be
ignored), they would intersect without responding in any
way to this process; i.e., all parameters of the motion of
each shell in this limit would remain continuous when
passing through the point of intersection. 

Note that the above problem was considered in
terms of Newtonian gravitation in [1–6, 8]. An interest-
ing result (first obtained in [4]) is the ejection of one of
the shells to spatial infinity through energy transfer
between the shells as they intersect. In [8], we also
described this effect but with some new features. In
addition, we numerically solved the equations of
motion for two shells by taking into account a large
number of their intersections with one another. We
found that, after a sufficiently large number of intersec-
tions, the motion of the shells became chaotic with the
strong sensitivity to small variations in initial parame-
ters typical of chaos.

Noteworthy are also [9, 10], in which the motion and
intersection of shells was considered in a strong gravita-
tional field. As our comparison with the exact solution pre-
sented here shows, the approximate procedure used in
these papers to describe the intersection has a high accu-
racy only when one (or both) of the velocities of the inter-
secting shells is low and when the ratios of the effective
shell masses to the central-body mass are small.

Finally, we emphasize that our study is intended for
specific astrophysical applications and, of course, it
does not cover all aspects of the theory for gravitating
shells. Therefore, our list of references is quite limited
and reflects the development of those applied issues
that are dealt with in this paper. Among the most recent
papers that have a direct bearing on our study, the paper
by Berezin and Okhrimenko [11] is particularly note-
worthy. These authors also investigated the behavior of
a gravitating shell composed of particles moving in the
field of a central mass and considered both astrophysi-
cal and quantum aspects of the problem. However, the
authors did not touch on the issue of the intersection of
two shells. Neronov [12] considered the problem of
inelastic collisions between an arbitrary number of
n-dimensional shells in (n + 2)-dimensional space-time
and pointed out the conservation law that related a certain
combination of shell parameters before collision with a
similar combination of shell parameters after collision.
JOURNAL OF EXPERIMENTAL
The author applied this result to the collision of three-
dimensional shells in five-dimensional anti–de Sitter
space-time to study the properties of the so-called ekpyro-
tyc cosmological model [13, 14]. For completeness, note
also [15], which mainly repeats Neronov’s results. The
interested reader will find in the cited papers [11–15] quite
an extensive review of the literature on various aspects of
the theory for thin gravitating shells.

2. A GRAVITATING SHELL
WITH A TANGENTIAL PRESSURE

Chase [7] obtained his result by the geometrical
method that was first used in [16], where the equation
of motion for a spherically symmetric dust shell was
derived by this method. Naturally, the same result can
be obtained in a more habitual (for the physicist) way
by making up the energy–momentum tensor with an
appropriate δ-shaped source and by directly integrating
the Einstein equations with this right-hand side. We
used precisely this derivation method, and our result
closely matched Chase’s result. Of course, we do not
detail our calculations here but only note the main
points, because this is of methodological interest and,
in addition, provides a convenient means of introducing
all the necessary concepts and notation.

Let there be a central body of mass min and let a
spherically symmetric shell move outside this body.
Even before solving any equations, it is clear that the
metric inside and outside the shell is the Schwarzschild
metric but with different mass parameters. Using the
coordinates x0 = ct and r, which are continuous when
passing through the shell, we can write the intervals1

inside, outside, and on the shell as

(1)

(2)

(3)

where we denoted

and

(4)

In the interval (3), τ is the proper time of the shell. The
factor eT in (1) is required to ensure that the time coor-
dinate t be continuous when passing through the shell.
The parameter moutc2 is the total energy of the system.

1 The interval is written as –ds2 = gikdxidxk and the metric signature is
(–, +, +, +), i.e., g00 < 0. The Roman indices take on 0, 1, 2, and 3.

The standard notation for spherical coordinates is (x0, x1, x2, x3) =
(ct, r, θ, φ). The Newtonian gravitational constant is denoted by k.

– ds2( )in eT t( ) f in r( )c2dt2– f in
1– r( )dr2 r2dΩ2,+ +=

– ds
2( )out f out– r( )c2dt2 f out

1– r( )dr2 r2dΩ2,+ +=

– ds2( )on c2dτ2– r0
2 τ( ) Ω2,d+=

dΩ2 dθ2 θdφ2sin
2

+=

f in 1
2kmin

c2r
-------------, f out– 1

2kmout

c2r
---------------.–= =
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If the equation of motion for the shell is

then joining the angular parts of all three intervals (1)−(3)
yields

(5)

where the function t(τ) describes the relationship
between the global time and the proper time of the
shell. Joining the radial-time parts of the intervals (1)–
(3) on the shell requires that the following relations
hold:

(6)

(7)

If the equation of motion for the shell [i.e., the function
r0(τ)] is known, then the function t(τ) follows from (7)
and we can then derive T(t) from (6). Thus, the problem
consists only in determining r0(τ), which can be done
by directly integrating the Einstein equations for the
metric

(8)

and the energy–momentum tensor

(9)

Here, u2 = u3 = 0 and ε, p, u0, and u1 depend on the coor-
dinates t and r alone, with

The energy density ε is

(10)

where δ is the standard δ function. In the absence of
tangential pressure p, the quantity M in (10) would be
constant and the energy density ε would be the sum of
the rest energies of the shell particles per unit volume
of the radially comoving frame. In this case, M would
be the total rest mass of the shell or its bare or baryonic
mass. In the presence of pressure, Mc2 includes the rest
energy along with the energy (in the radially comoving
frame) of the tangential motions of the shell particles
that produce this pressure. In this case, Mc2 can no
longer be constant but depends on the degree of com-
pression of the shell, i.e., on its radius R0(t) or simply
on time t, which is explicitly specified in (10).

r R0 t( ),=

r0 τ( ) R0 t τ( )[ ] ,=

f in r0( )
td
τd

----- 
 

2

eT t( ) f in
1– r0( )

dr0

cdτ
-------- 

 
2

– 1,=

f out r0( )
td
τd

----- 
 

2

f out
1– r0( )

r0d
cdτ
-------- 

 
2

– 1.=

s2d( )– g00 t r,( )c2dt2 g11 t r,( )dr2 r2 Ω2d+ +=

Ti
k εuiu

k δi
2δ2

k δi
3δ3

k+( )p.+=

u0u0 u1u1+ 1.–=

ε
M t( )c2δ r R0 t( )–[ ]
4πr2u0 g00g11–

--------------------------------------------,=
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As in any spherically symmetric problem, we can

choose the hydrodynamic equations  = 0 and the

, , and  components of the Einstein equa-

tions taken in the form

(all the remaining components of these equations are
identically satisfied either in view of the Bianchi iden-
tities or because of the symmetry of the problem) as the
complete system of equations. As we see from (9),
these components of the Einstein equations contain no
pressure. It is easy to show that they actually lead2 to
the solution (1)–(4) with arbitrary constants min and
mout and, in addition, to the following first-order equa-
tion for the function r0(τ):

(11)

where we denoted

(12)

Two of the four equations  = 0 are identically
satisfied because of the symmetry of the problem. The
other two equations can be reduced to such a form that
one of them will serve simply to determine the pres-
sure,

(13)

and the other is identically satisfied after substituting
this expression for p in it (it is a differential equation of
the second order in τ for the function r0(τ), which is
nothing else but the result of differentiating Eq. (11)
with respect to τ). It should be noted, however, that the
latter holds only in the general unsteady-state case
where R0 ≠ const.

The case of a steady-state shell, R0 = const, requires
a special analysis. In this special case, all quantities
depend only on one variable r and u1 = 0. Three of the

four equations  = 0 are identically satisfied and the

2 When integrating the equations of the problem under consider-
ation, we need only two standard rules to work with symbolic
functions: dθ(x)/dx = δ(x) (where θ is the Heaviside step func-
tion) and F(x)δ(x) = (1/2)[F(–0) + F(+0)]δ(x).

Ti; k
k

0
0 

  1
1 

  1
0 

 

Ri
k 1

2
---δi

kR–
8πk

c4
---------Ti

k=

f in r0( )
dr0

cdτ
-------- 

 
2

+

+ f out r0( )
dr0

cdτ
-------- 

 
2

+
2 mout min–( )

µ τ( )
-------------------------------,=

µ τ( ) M t τ( )[ ] .=

Ti; k
k

p
dM
dt

--------
cδ r R0 t( )–[ ]

8πru1 g00g11–
-------------------------------------,–=

Ti; k
k
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fourth equation again serves to determine the pressure,
which can be written as

(14)

Expression (10) for the energy density now takes the
form

(15)

The shell radius R0 itself must be determined from
Eq. (11), in which we should now set dr0/dτ = 0 and µ =
M = const. It is easy to establish that a positive solution
for R0 at positive parameters min and mout exists only
when the inequality

(16)

is satisfied; this solution is

(17)

Expressions (14)–(17) give the solution to the problem
for a steady-state shell.

Let us return to the general unsteady-state case. The
equation of motion for the shell (11) can be written in
several equivalent forms. Below, we give the following
two forms:

(18)

(19)

Given expressions (4) for fin and fout, it is easy to verify
that both (18) and (19) directly follow from Eq. (11). At
the same time, Eq. (11) is the sum of Eqs. (18) and (19).
Yet another equivalent form of the equations of motion for
the shell can be derived by squaring each of Eqs. (18) and
(19) and then adding them term by term. As a result, we
obtain

(20)

The equation of motion for the shell is given in [7] pre-
cisely in this form. We emphasize that, for actual astro-

p
Mc2

32πR0
2

---------------=

×
1 f in R0( )–

f in R0( )
-------------------------

1 f out R0( )–

f out R0( )
---------------------------+ δ r R0–( ).

ε Mc2

8πR0
2

------------ f in R0( ) f out R0( )+[ ]δ r R0–( ).=

mout min–( )2 M2<

R0
kM2

2c2
----------

mout min 4moutmin M2++ +

M2 mout min–( )2–
--------------------------------------------------------------------.=

f in r0( )
dr0

cdτ
-------- 

 
2

+
mout min–

µ τ( )
----------------------

kµ τ( )

2c2r0

-------------,+=

f out r0( )
dr0

cdτ
-------- 

 
2

+
mout min–

µ τ( )
----------------------

kµ τ( )

2c2r0

-------------.–=

1
dr0

cdτ
-------- 

 
2

+
mout min–( )2

µ2 τ( )
-----------------------------=

+
k mout min+( )

c2r0

------------------------------- k2µ2 τ( )

4c4r0
2

-----------------.+
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physical applications, all the radicals encountered in
our paper should be taken to be positive.

To proceed further, we must specify the function
µ(τ), which, as we see from (10) and (13), is equivalent
to specifying an equation of state. Here, of course, there
is a wide range of possibilities to choose from, but we
restrict our analysis to the shell model described in the
Introduction, i.e., a shell composed of particles that
move in the field of a central mass. The quantity Mc2 in
(10) in the absence of pressure is the total rest energy of
the shell, i.e.,

where the sum is taken over all particles and ma is the
rest mass of the individual particle. The shell is meant
to be in the state of rest with respect to its radial motion,
and this state takes place in the radially comoving
frame. Since the tangential motions are normal to the
radial motion, their role reduces only to producing an
effective rest mass with respect to the radial motion of
the entire shell; i.e., in their presence, we have the fol-
lowing expression for Mc2:

(21)

where pa is the tangential momentum of each particle.
By the definition of the shell (see the Introduction), all
its particles are at the same distance R0 from the center
and they all have the same |la |/ma ratio (where la is the
total angular momentum of particle a). Since

(22)

the square root in (21) does not depend on the index a
and this root can be taken outside the sum and the sum

where the constant m is the total rest mass of the entire
shell. Because the |la |/ma ratio is independent of a, we
have

(23)

As a result, formula (21) [given the designation (12)]
can be written as

(24)

Mc2 mac2,
a

∑=

Mc2 = ma
2c4 pa

2c2+
a

∑  = mac2 1
pa

2

ma
2c2

-----------+
 
 
 

,
a

∑

pa
2

ma
2

------
la
2

ma
2R0

2
------------

const
R0

------------,= =

mac2

a

∑ mc2,=

mac2

a

∑ 
 
 

2
pa

2

ma
2c2

----------- = 
c2

R0
2

-----
la

ma

------ ma

a

∑ 
 
 

2

 = 
c2

R0
2

----- la

a

∑ 
 
 

2

.

µ τ( ) m2 L2

c2r0
2 τ( )

----------------+ ,=
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where

is the sum of the absolute values of the total angular
momenta for the shell particles. Substituting (24) in
Eq. (11) [or in one of the equivalent equations
(18)−(20)] yields the final equation. We can determine
the function r0(τ) from this equation if the initial shell
radius and the four arbitrary constants min, mout, m, and
L are specified.

According to (10), (12), (13), and (24), the equation
of state that relates the shell energy density ε to the tan-
gential pressure p is

The relation

(recall that  do not depend on particle number a)
follows from the definition of the constants L and m and
from formula (23). Hence, we see the limiting forms of
the equation of state: we have a dust state, p ! ε, for

nonrelativistic tangential velocities (  ! ) and
obtain p = (1/2)ε for ultrarelativistic tangential particle

velocities (  @ ), as should be the case for a two-
dimensional ultrarelativistic gas. As the shell expands
to infinity (R0  ∞), the equation of state always
tends to the dust one, because the contribution of the
tangential particle motions becomes negligible.

3. THE INTERSECTION OF SHELLS

Let us now consider the next (in complexity) case of
two shells that move in the field of a central mass. When
the shells do not intersect, the equations of their motion
can be immediately written without difficulty by using
the previously derived equations of motion for one shell
and the fact that a spherically symmetric shell has no
effect on anything inside it. When there is an intersec-
tion, this information is no longer enough, because
additional joining conditions that are not contained in
the theory of motion for one shell are required at the
point of intersection. As previously, we cover the part of
the physical space-time of interest by a global coordi-
nate system (r, x0) = (r, ct) with continuous r and t. Let
shell 1 be inside shell 2 at the initial time and in its
vicinity and then let these shells intersect at some point
of space-time (r*, t*), so shell 2 turns out to be inside
shell 1 after t* and these relative positions of the shells
are maintained for some time after t*. The intersection
process is shown in Fig. 1. If r = R1(t) and r = R2(t) are

L la

a

∑=

p
ε
2
--- L2

m2c2R0
2

----------------- 1 L2

m2c2R0
2

-----------------+
 
 
  1–

.=

L2

m2c2R0
2

-----------------
pa

2

ma
2c2

-----------=

pa
2/ma

2

pa
2 ma

2c2

pa
2 ma

2c2
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the equations of motion for the first and second shells,
then we have four space-time regions:

In each of these regions, the metric is the Schwarzschild
metric but supplemented with the dilaton factor eT(t),
which is required if we wish to cover all four regions by
a global continuous time coordinate t. In this case, it
remains possible to choose the metric coefficient g00 in
a purely Schwarzschild form without the dilaton factor
in any of these four regions (but only in one of them),
thereby fixing the choice of global time t. It would be
natural to introduce a purely Schwarzschild metric
outside the shells, i.e., in region COB adjacent to spa-
tial infinity. Thus, the metric in these four regions has
the form (8) but with different metric coefficients g00
and g11:

(25)

(26)

(27)

(28)

Here, fin and fout are the same as those in (4) and f12 and
f21 are given by similar expressions:

(29)

The mass parameters mout, min, and m12 are assumed to
be specified by the initial conditions. The mass param-

COB r R1 r R2>,>( ),

COA R1 r R2< <( ),

AOD r R1 r R2<,<( ),

BOD R2 r R1< <( ).

g00
COB( ) f out r( ), g11

COB( )– f out
1– r( ),= =

g00
COA( ) e

T1 t( )
f 12 r( ), g11

COA( )– f 12
1– r( ),= =

g00
AOD( ) e

T0 t( )
f in r( ), g11

AOD( )– f in
1– r( ),= =

g00
BOD( ) e

T2 t( )
f 21 r( ), g11

BOD( )– f 21
1– r( ).= =

f 12 1
2km12

c2r
--------------, f 21– 1

2km21

c2r
--------------.–= =

r

t

r*

ct*

A

B

C

D

O

1

1

2

2

Fig. 1. A schematic view of the intersection of two gravitat-
ing shells. The coordinates of point O are ct* and r*.
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eter m21 formed in the region between the shells after
their intersection is to be determined from the dynamics
of the process and from the joining conditions at point
(r*, t*).

Let us first write out the equations of motion for the
shells before their intersection at t*. To do this, it will
suffice to turn to the equations of motion for one shell,
for example, in the form (18), (19) and to take into
account the fact that the mass parameters in regions
AOD, COA, and COB are min, m12, and mout, respec-
tively. In this case, it is convenient to use the equations
in the forms (19) and (18) for (inner) shell 1 and (outer)
shell 2, respectively:

(30)

(31)

(32)

Here, τ1 and τ2 are the proper times of the first and sec-
ond shells and r1(τ1) = R1[t(τ1)] and r2(τ2) = R2[t(τ2)].
These equations must be supplemented with the joining
conditions for the intervals on both shells. Joining on
the first shell (on curve AO) yields

(33)

(34)

Joining on the second shell (on curve CO) yields

(35)

(36)

If all free parameters (min, mout, m12, m1, m2, L1, L2)
and initial data to Eqs. (30)–(32) were specified and if
the functions r1(τ1) and r2(τ2) were derived, then their
substitution into (33)–(36) gives the functions τ1(t),
τ2(t) and T1(t), T0(t), i.e., all that is required to deter-
mine the motion of the shells before their intersection.
The intersection time t* corresponds to some proper
times τ1(t*) and τ2(t*). Therefore, the coordinates of
the point of intersection r* and t* can be found from
two relations,

(37)

Of course, we assume that Eqs. (37) have a solution (the
cases where there is no solution correspond to the

f 12 r1( )
dr1

cdτ1
----------- 

 
2

+
m12 min–

M1 r1( )
---------------------

kM1 r1( )

2c2r1

------------------,–=

f 12 r2( )
dr2

cdτ2
----------- 

 
2

+
mout m12–

M2 r2( )
-----------------------

kM2 r2( )

2c2r2

------------------,+=

M1 m1
2 L1

2

c2r1
2

---------+ , M2 m2
2 L2

2

c2r2
2

---------+ .= =

e
T1 t( )

f 12 r1( )
dt

dτ1
-------- 

  2

f 12
1– r1( )

dr1

cdτ1
----------- 

 
2

– 1,=

e
T0 t( )

f in r1( )
dt

dτ1
-------- 

  2

f in
1– r1( )

dr1

cdτ1
----------- 

 
2

– 1.=

f out r2( )
dt

dτ2
-------- 

  2

f out
1– r2( )

dr2

cdτ2
----------- 

 
2

– 1,=

e
T1 t( )

f 12 r2( )
dt

dτ2
-------- 

  2

f 12
1– r2( )

dr2

cdτ2
----------- 

 
2

– 1.=

r∗ r1 τ1 t∗( )( ), r∗ r2 τ2 t∗( )( ).= =
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motion without intersections but we are not interested
in such possibilities here).

The equations of motion for the shells after the
intersection time t* can be easily set up in just the same
way again by turning to Eqs. (18) and (19) and by tak-
ing into account the fact that a new parameter m21
emerges in region BOD. We use Eq. (18) for (now
outer) shell 1 and Eq. (19) for (now inner) shell 2:

(38)

(39)

Here, M1(r1) and M2(r2) are given by the same expres-
sions (32) but, naturally, with the values of the func-
tions r1(τ1) and r2(τ2) (and the times τ1 and τ2) after the
intersection.

Joining the intervals on the first shell (on curve OB)
yields

(40)

(41)

Joining on the second shell (on curve OD) requires that
the following relations hold:

(42)

(43)

We see from Eqs. (38)–(43) that, if the parameter m21
were known, then the evolution of the shells after their
intersection (for t > t*) would be completely deter-
mined by their evolution before the intersection,
because the initial data to Eqs. (38) and (39) have
already been specified (it is known that the shell posi-
tions at time t* are r1 = r2 = r* and the coordinates of
the point of intersection r* and t* have already been
found from the previous evolution). Thus, we must
have an additional physical condition from which we
could determine m21.

Actually, we have not yet used the continuity condi-
tion for the relative velocity of the shells when passing
through the point of intersection. We can make sure that
this condition is necessary as follows. It is well known
that the motion of the shells can be described in coordi-
nates in which all metric coefficients are everywhere
continuous and only their first derivatives together with
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the Γ symbols undergo discontinuities (like finite
jumps). This implies that the shell accelerations in these
coordinates can only have discontinuities like finite
jumps and, hence, the velocities must be everywhere
continuous. It thus follows that the invariants expressed
in terms of the velocities and metric coefficients alone
will be everywhere continuous not only in these coordi-
nates but also in any other coordinates, in particular, in
our coordinates r and t. If there is only one shell, then
only one such invariant exists, the norm of the 4-veloc-
ity vector for the shell. In the coordinates in which the
metric is everywhere continuous, this norm is defined
relative to the metric at the points of the shell trajectory
themselves and is assumed to be a unit norm. In any
other coordinates, the limiting values of the norm as the
shell is approached on both of its sides remain unit
ones. This circumstance is expressed by relations (6)
and (7), which may be called the joining conditions.

In the presence of two shells, the aforesaid remains
valid for each of them, which is expressed by the join-
ing conditions (33)–(36) and (40)–(43). However, we
now have one more invariant that can be made up only
from the velocities and metric coefficients, namely, the
scalar product of the unit 4-velocity vectors for the first
and second shells. Before the intersection (trajectories
CO and AO), this quantity can be determined every-
where in the region between the shells (sector COA) by
making an appropriate parallel transport of the
4-velocity vectors for both shells to the points of this
region from the shell sides adjacent to sector COA. We
emphasize that this scalar product cannot be deter-
mined in such a way in sectors COB and AOD, because,
in this case, we would have to transport the 4-velocity
vector for one of the shells through the trajectory of the
other shell, i.e., through the point of discontinuities in
the Γ symbols, and this parallel transport is not
uniquely determined. After the intersection, the scalar
product of the unit 4-velocity vectors for the shells is
uniquely determined for the same reason only in the
region between the shells, i.e., in sector BOD. Actually,
there is no need to make all these parallel transports,
because both vectors are at the same point of space-
time at the intersection time, and we are interested only
in this point. The previous analysis serves only to show
that the limit of the scalar product of the unit 4-velocity
vectors for the shells at the point of intersection O
should be calculated relative to the metric in sector
COA when it is approached from the side “before the
intersection” (i.e., at t = t* – 0) and relative to the metric
in sector BOD when point O is approached on the side
“after the intersection” (i.e., at t = t* + 0). The continu-
ity of this scalar product in the coordinate system where
this metric is continuous and its invariance require that
these limits also be equal in our coordinates. This is
precisely the additional condition from which the
parameter m21 can be determined. Let us now derive
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
this condition in an explicit form. The unit tangent vec-
tor to trajectory AO is

(44)

and the unit tangent vector to trajectory CO is

(45)

The fact that these are actually unit vectors follows
from the joining equations (33) and (36).

The components of vector (44) can be easily
expressed from Eqs. (30) and (33) as

(46)

(47)

where

(48)

For the components of vector (45), we obtain the fol-
lowing expressions from Eqs. (31) and (36):

(49)

(50)

(51)

Using the metric (26) in region COA, we now need to
calculate the quantity

(52)
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From the preceding results, we obtain

(53)

Let us now turn to the region after the intersection time.
For the unit tangent vectors to trajectories OB and OD,
we have

(54)

(55)

we see from the joining conditions (41) and (42) that
these are actually unit vectors. For the components of vec-
tor (54), we obtain expressions from Eqs. (38) and (41)
similar to (46) and (47) with the substitutions f21(r1) for

f12(r1), m21 for m12, mout for min, T2(t) for T1(t),  for δ1,
[−M1(r1)] for M1(r1), and t ≥ t* for t ≤ t*. The components
of vector (55) follow from Eqs. (39) and (42); the expres-
sions for them can be derived from (49) and (50) by sub-
stituting f21(r2) for f12(r2), m21 for m12, min for mout, T2(t) for
T1(t),  for δ2, [–M2(r2)] for M2(r2), and t ≥ t* for t ≤ t*.

Accordingly,  and  are defined as in (48) and
(51) but for t ≥ t*. Using the metric (28) in region BOD,
let us calculate the scalar product

(56)
We easily obtain
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The necessary continuity condition is now the require-
ment that

(58)

where Q and Q' are given by (53) and (57), respectively.
Since the intersection coordinate r* is assumed to be
known, condition (58) is the equation for determining
the parameter m21.

We began the derivation of Eq. (58) by calling it the
continuity condition for the relative velocity of the
shells at point (r*, t*) in advance. Let us explain this in
more detail. We define the “physical” shell velocities v 1

and v 2 in region COA as

(59)

Using the joining equations (33) and (36), we then
obtain

(60)

(61)

It now follows from (44), (45), and (52) that

(62)

The “physical” velocities of the shells after their inter-

section,  and , are defined similarly:

(63)
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We then find from the joining equations (41) and (42)
that

(64)

(65)

It follows from (54)–(56) that

(66)

Naturally, the continuity of Q when passing through the
point of intersection (r*, t*) also implies the continuity
of any function of Q, in particular, of

(67)

The latter is nothing else but the relative velocity of two
“particles,” as it is defined in relativistic mechanics.
This gives grounds to call condition (58) the continuity
condition for the relative velocity of the shells.

To work with Eq. (58), it is convenient first to sim-
plify the form of expressions (53) and (57) for Q and Q'
by denoting

(68)

and by expressing the differences between the mass
parameters in Q and Q' using formulas (4) and (29) in
terms of the differences between the functions f(r)
taken at point r = r* in accordance with the relation

(69)

where a and b mean the indices “in,” “out,” 12, and 21.
Now, Q and Q' can be represented as
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(71)

where we omitted the argument r* in the functions fa to
save space. In all the subsequent formulas given below,
the quantities fa without any argument will mean their
values at r = r*.

If the equation Q = Q' is written using expres-
sions (70) and (71) and if the first term from Q' is car-
ried over to the left-hand side of this equation, then
squaring the resulting relation yields a quadratic equa-
tion for the unknown f21, i.e., for the parameter m21.
This procedure is somewhat cumbersome, and, in addi-
tion, it does not answer the question of which of the two
solutions should be chosen. However, there is a method
not only to easily find a solution to the equation Q = Q'
in a simple form but also to find this solution unambig-
uously and directly from the continuity equations with-
out resorting to any additional physical considerations.
The point is that, apart from Eq. (58), there are other
similar continuity requirements when passing through
the point of intersection of the shells; their use makes it
easier to find the solution and singles it out unequivo-
cally. As we saw, Eq. (58) was derived by requiring that
the scalar product of the unit 4-velocity vectors for the
shells be continuous when passing through the point of
their intersection from sector COA (before intersection)
into sector BOD (after intersection). It is easy to see,
however, that all the reasoning that accompanied the
derivation of Eq. (58) is also equally applicable to the
passage through the point of intersection from sector
AOD into sector COB; i.e., we may also assert that the
limit of the scalar product of the unit tangent vectors to
trajectories AO and OD when point O is approached
from sector AOD must be equal to the limit of the scalar
product of the unit tangent vectors to trajectories OB
and CO when point O is approached from sector COB.
This continuity condition can be easily obtained in an
explicit form by repeating a procedure similar to the
procedure that led to Eq. (58). We first calculate the sca-
lar product

(72)

using the equations of motion for shells AO and OD in
the form (18) and the joining conditions (34) and (43)
and then calculate the scalar product

(73)
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using the equations of motion for shells CO and OB in
the form (19) and the joining conditions (35) and (40).
Subsequently, we equate the results:

(74)

In the same notation that we used to derive expres-
sions (70) and (71), the quantities P and P' are

(75)

(76)

In addition, it is clear that all that we have said above
about the continuity conditions at the point of intersec-
tion is not restricted only to the passages from COA into
BOD and from AOD into COB but is equally applicable
to the passages in general from any sector into any other
sector. This implies that all four quantities Q, Q', P, and
P' must actually be identical and, in addition to condi-
tions (58) and (74), we must require that one more
equation, for example, P = Q, be satisfied. Thus, the
complete set of continuity conditions at the point of
intersection can be written as

(77)

It turns out that these three quadratic equations for one
unknown f21 actually have one single common root.
This root can be easily determined3 from the first two
equations from (77) and is

(78)

3 This requires expressing the components of the unit 4-velocity
vectors in terms of hyperbolic functions. Thus, for example, if
we introduce the angles α1 and α2 according to

δ1  =  and

δ2  = , then Q =

− . Similar notation should be introduced for the

quantities from which the scalar products P, P', and Q' are made
up. Equation (77) can then be easily resolved for the “angles” that
contain the unknown f21.
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The third equation from (77) after substituting the
expression for f21 in it is satisfied identically.

Formula (78) solves the problem of determining the
mass parameter m21 from the quantities specified at the
evolutionary stage before intersection. The energy
transfer between the shells as they intersect is deter-
mined along with it. Indeed, the total conserved ener-
gies of the shells before their intersection are defined as

(79)

where E1 is the energy of (inner) shell 1 and E2 is the
energy of (outer) shell 2. During the intersection, the
energy of each shell undergoes a discontinuity; subse-

quently, their energies become equal to  and ,
respectively:

(80)

The conservation of total energy of the shells when
passing through the point of intersection automatically
follows from these expressions:

(81)

Using this relation, we can write the energies of the
shells after their intersection as

(82)

It follows from (80), (81), and (69) that

(83)

Substituting the solution (78) for f21 in this expression
yields

(84)

Note that the square bracket multiplied by the factor

 in formulas (78) and (84) can be easily expressed
in terms of the scalar product Q [see formula (70)],
which, in turn, can be easily expressed in terms of the
shell velocities v 1 and v 2 at the point of intersection
[relation (80)]. This representation of ∆E is

(85)

and it is convenient in some cases (in particular, for
obtaining the nonrelativistic approximation). The cor-
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responding expression for the metric coefficient f21 can
be written as

(86)

4. THE NONRELATIVISTIC (NEWTONIAN) 
APPROXIMATION

In the nonrelativistic approximation, the total ener-
gies of the shells (79) and (80) can be expanded as

where m and % do not depend on c. This means that the
differences between the mass parameters, to within 1/c2

inclusive, are

(87)

(88)

Here, m1 and m2 are the rest masses of the shells, those
that appear in formulas (32) for the effective masses M1

and M2. The quantities % in (87) and (88) are the total
nonrelativistic energies of the shells; the law of their
conservation follows from (87) and (88):

(89)

Relation (82) now takes the form

(90)

where ∆% = (∆E)c = ∞ follows from expression (85).
Since M1 = m1 and M2 = m2 in the first nonvanishing
order in 1/c2, we obtain the following nonrelativistic
formulas for energy transfer during the intersection
from (85):

(91)

The nonrelativistic equations of motion for the shells
before their intersection can be easily derived from the
exact equations (30)–(32). The proper times τ1 and τ2 in
the principal order are equal to the global time t, so
(dr1/cdτ1)2 and (dr2/cdτ2)2 in these equations are noth-

ing else but /c2 and /c2, respectively, where
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Expanding Eqs. (30)–(32) up to the order 1/c2 inclusive
yields

(93)

(94)

A similar operation with Eqs. (38) and (39) leads to the
following equations of motion for the shells after their
intersection:

(95)

(96)

Together with relations (90) and (91) and the initial data
r1 = r2 = r* at t = t*, Eqs. (95) and (96) completely
determine the evolution of the shells immediately after
t* (i.e., before the next possible intersection).

It follows from Eqs. (93)–(96) applied to the point
r1 = r2 = r* that

(97)

Here, we denoted the limits of the velocities v 1, 2 at

point r* from the side “after intersection” by ,
while v 1, 2(r*) are the limits of these velocities at point
r* from the side “before intersection.” Relations (97)
and the law of change in energy (90) and (91) show that
the shell velocities are continuous at the point of inter-
section in the nonrelativistic approximation:

(98)

(the cases where the velocities change sign are
excluded from the additional physical requirements for
joining the evolutions discussed in the Introduction). Of
course, condition (98) is obvious in advance and
requires no discussion. We deduced it here only to show
the consistency of the entire procedure. Note that, when
studying the Newtonian approximation, we can begin
directly from condition (98) as the main postulate (as
we did in [8]).

The exact formula (84) for ∆E written in terms of
the velocities in the form (85) also allows the post-
Newtonian correction to the energy transfer to be easily
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calculated. Expanding the right-hand side of Eq. (85) to
within order 1/c2 inclusive yields

(99)

The velocities v 1(r*) and v 2(r*) in this formula should
be determined from Eqs. (93) and (94) applied to the
point r1 = r2 = r*; i.e., these are the standard velocities
of the Newtonian approximation. Of course, if we take
into consideration the post-Newtonian correction to
∆E, then we must take into account such corrections to
all energies E; i.e., we must write out the next terms of
the expansion in 1/c2 in energies after the Newtonian
ones (93)–(96). We performed the corresponding calcu-
lations but do not present their results here, because
they are relatively cumbersome and are not needed at
the current stage of our studies.

5. SHELLS WITH ZERO EFFECTIVE REST 
MASSES

If the shell particles move only radially and have a
zero rest mass, then m1 = m2 = 0 and L1 = L2 = 0. In this
case, both shells have a zero effective rest mass, i.e.,
M1 = M2 = 0. As previously, the shell intersection cor-
responds to Fig. 1, with the only difference that trajec-
tories CO, AO, OB, and OD are now isotropic. In all
four sectors, the metric is given by the same formulas
(25)–(28), in which the functions f have the same
form (4), (29). As previously, the problem consists in
determining the radius r* of the point of intersection of
the shells and then the mass parameter m21 or, equiva-
lently, f21(r*). Naturally, the latter must follow from
formula (78), in which we should set σ1 = σ2 = 0 and
assume that δ1δ2 = –1, because such s-wave lightlike
shells can intersect only if they initially move toward
each other. Given also that the mass parameters in the
physical region are arranged in the order

(100)

or, equivalently,

(101)

we obtain the following result from (78):

(102)

This is nothing else but the relation derived by Dray and
’t Hooft [17]; these authors considered the intersection
of two light spherically symmetric shells with a purely
radial motion of their constituent “photons.”

To completely describe the behavior of light shells,
we must also set up the equations of their motion. Now,
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the proper time τ cannot be used in these equations,
because it does not exist. If there is only one shell, then
expressions (1) and (2) for the intervals remain the
same, while expression (3) changes to

(103)

Thus, the joining conditions now imply that the radial-
time part of the interval must become zero on both sides
of the shells; i.e., instead of (6) and (7), we obtain

(104)

(105)

The equation of motion for the shell r = R0(t) follows
from (105),

(106)

and Eq. (104) then gives the dilaton factor eT(t):

(107)

It is easy to see that the equation of motion in the forms
(18)–(20) is now no longer required, because it simply
copies Eq. (106). This can be easily shown first (at µ ≠
0) by changing to the global time t instead of τ in the
equations and then passing to the limit µ  0.

In the case of two shells, the equations of motion for
the second (outer) shell before their intersection follow
the equality of the radial-time interval to zero on both
of its sides:
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whence it follows that
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Substituting  from (110) in (111) yields

(113)

After the intersection, we have for (now outer) shell 1

(114)

(115)

whence it follows that

(116)

For (inner) shell 2 after the intersection,

(117)

(118)

Substituting  from (116) into (117) yields

(119)

If the initial data to the first of Eqs. (110) and to the first
of Eqs. (113) are specified and if the mass parameters
m12, min, and mout are also specified, then the trajectories
r = R1(t) and r = R2(t) of the shells before their intersec-
tion are completely determined together with the point
of their intersection r* = R1(t*) = R2(t*). The mass
parameter m21 is then derived from (102), and the tra-
jectories of the shells after their intersection are com-
pletely determined from the first Eqs. (116) and (119).

The energy transfer can be easily calculated from (83)
by substituting f21(r*) expressed from relation (102):
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Note also that, if we took δ1δ2 = 1, then we would
obtain
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and the energy transfer ∆E would become zero, reflect-
ing the fact that such light shells moving in the same
direction cannot intersect. Indeed, a simple examina-
tion of Eqs. (110) and (113) shows that no intersection
is possible for δ1δ2 = 1, which, of course, is obvious in
advance. At the same time, the existence of solution
(121) and, hence, region 21 after the intersection stems
in this case from the fact that the exact solution for zero
effective masses may be treated as the first approxima-
tion for massive shells but in the ultrarelativistic
regime, when the effective rest masses M1 and M2 are
insignificant and the solution can be expanded in small
parameters σ1 and σ2. In this case, the intersection is
possible even if the shells move in the same direction
and the energy transfer in the first nonvanishing order is

a small quantity linear in σ1 and σ2, i.e., in  and .
Our calculation yields

(122)

the solution (121) for f21(r*) refers precisely to this sit-
uation.

In conclusion, note that, if the photons that consti-
tute the shells move nonradially, then the parameters L1
and L2 are nonzero at zero m1 and m2. In this case, the
effective rest masses M1 and M2 are nonzero and the
qualitative behavior of such light shells is the same as
that of massive shells.

6. THE INTERSECTION OF A TEST SHELL 
WITH A GRAVITATING SHELL

Clearly, the motion and intersections of two test
shells are of no interest. Each of them moves as if no
other shell exists at all. A nontrivial situation arises
when only one of the shells is a test one, while the grav-
itational field of the other shell is completely taken into
account. Naturally, the solution of this problem must
follow from the general case using the corresponding
passage to the limit. Let us first consider how the pas-
sage to the limit of a test shell is accomplished when
there is only one shell. To obtain this limit, we must
redesignate the constant parameters as

(123)

and assume the constants mp, Lp, and Ep to be λ-inde-
pendent. Subsequently, we must pass to the limit
λ  0.

In the limit λ  0, we have mout = min and eT(t) = 1
follows from the joining equations (6) and (7). We now
see from (1) and (2) that the metric is the same both
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inside and outside the shell (as should be the case if it
is a test shell):

(124)

Only one relation now remains from the joining condi-
tions:

(125)

which no longer makes sense to call the joining condi-
tion. This is simply the condition for normalizing the 4-
velocity of a test particle to unity.

We write the effective mass µ(τ) as

(126)

and relation (24) then defines µp:

(127)

Substituting (126) and (127) into Eq. (18) and passing
to the limit λ  0 yields the following equation of
motion for the test shell in the field of the central
mass min:

(128)

As we see, the zero parameters disappeared from the
final equations (124), (125) and (127), (128), and only
the finite constants mp, Lp, min, and Ep remained; the lat-
ter characterize the test shell.

It would be natural to expect that the equation of
motion for the test shell must match the equation of a
geodesic in the field of a central mass. It turns out that
this is actually the case. Using relation (125), we can
easily write the equation of motion (128) in the
Schwarzschild time t rather than in the proper time:

(129)

This expression is now easy to compare with that fol-
lowing from the solution of the geodesic equations in
the metric (124). For the test shell, Eq. (129) is the only
integral of motion in the sense that there are no motions
except radial one in the shell as a whole. Therefore, we
deal with the match between (129) and the first integral
of the geodesic equations that describes the radial part
of the motion of the test particle (although the particle,
of course, also has a tangential motion). This integral of
the geodesic equations is known to exist. It is easy to
show that it exactly matches (129) if we identify the
total conserved particle energy with Ep, the particle rest

ds2– f in r( )c2dt2 f in
1– r( )dr2 r2dΩ2.+ +=

f in r0( )
dt
dτ
----- 

 
2

f in
1– r0( )

dr0

cdτ
-------- 

 
2

– 1,=

µ τ( ) λµ p τ( ),=

µp τ( ) mp
2 Lp

2

c2r0
2 τ( )

----------------+ .=

Ep

c2
------ µp τ( ) f in r0( )

dr0

cdτ
-------- 

 
2

+ .=

Ep

c2
------ mp

2 Lp
2

c2R0
2 t( )

----------------+
f in

3 R0( )

f in
2 R0( )

dR0

cdt
--------- 

 
2

–

---------------------------------------.=
JOURNAL OF EXPERIMENTAL 
mass with mp, and the square of the norm of the con-

served particle angular momentum with .

Let us now consider the situation with two shells
shown in Fig. 1 and assume that shell 2 (trajectories CO
and OD) is a test shell. We leave the parameters of shell 1
unchanged and redesignate the parameters of shell 2 in
accordance with (123):

m2 = λmp, L2 = λLp, E2 = λEp,  = λ .

It thus follows that

where

(130)

Relations (79) and (80) now yield

whence we see that the mass parameters on both sides
of shell 2 before and after the intersection are equal in
the limit λ = 0:

(131)

It follows from the joining conditions (35), (36) and
(42), (43) in the limit λ = 0 that
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Thus, as we see from (25), (26) and (27), (28), the met-
rics in regions COB and COA are identical, as are the
metrics in regions AOD and BOD. In other words, the
metrics are continuous when passing through trajecto-
ries CO and OD, as should be the case for a test shell.

Substituting the redesignated parameters in Eqs. (30)
and (31) and passing to the limit λ = 0 yields the follow-
ing equations of motion for the shells before their inter-
section:
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Similarly, we derive the equations of motion after their
intersection from (38) and (39):
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The equations of motion (133) and (135) for the gravi-
tating shell 1 are actually the same equation, only the
former is written in the form (19), while the latter is
written in the form (18); i.e., the entire evolution of
shell 1 can be described only by one of these equations
extended to both stages of motion, before and after the
intersection. Thus, the gravitating shell moves without
being affected by the test shell, as should be the case.
The situation with the test shell 2 is different. The equa-
tions of its motion (134) and (136) are distinctly differ-
ent. In addition, we must also define its energy  after
the intersection via the parameters specified before the
intersection. The latter is accomplished by using
Eq. (78), in which we must substitute the redesignated
parameters and then pass to the limit λ = 0. This opera-
tion leads to the following:

(137)

where fin, fout, and Mp are also the values of these func-
tions at the point of intersection r = r*.

Equation (137) gives a jump in the energy of the test
shell. If necessary, we can also determine the jump in
its velocity. To avoid misunderstandings, we first note
the following. For the gravitating shell 1, because the
equations of its motion before and after the intersection
are identical, the derivative dr1/dτ1 is continuous at the
point of intersection. In contrast, the velocity of this
shell defined by formulas (60) and (64) is discontinu-
ous, because

Of course, this discontinuity is not physical and results
only from different definitions of the velocity before
and after the intersection: the velocity of the gravitating
shell is defined with respect to the metric outside it
(sector COB) before the intersection and with respect to
the metric inside it (sector BOD) after the intersection.
It is easy to verify that, if we continued to define the
velocity of shell 1 after the intersection with respect to
the metric outside it (i.e., in sector COB), then this
velocity would be continuous at the point of intersec-
tion. The velocity of shell 1 defined everywhere with
respect to the metric inside it would also be continuous.
Since the gravitating shell does not feel the presence of
the test shell, its intersection with the latter is not distin-
guished in any way and the change in the definition of
any quantities at an undistinguished time of evolution,
naturally, bears no relation to the physics of the process.
Of course, there may be reasons why this strange defi-
nition of the velocities is, nevertheless, convenient, but
this is another thing altogether. In our study, this was
required only to relate the joining conditions at the

Ep'
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point of intersection to the continuity of the relative
velocity, which may not have been done. Calculating
the scalar products Q, Q', P, and P' and their continuity
conditions by no means require introducing any veloc-
ities.

The situation with the test shell with the same metric
on both of its sides is different. The “physical” velocity
of this shell with respect to this metric is unambigu-
ously defined everywhere and cannot have fictitious
discontinuities of the type described above. Therefore,
the discontinuity in this velocity at the point of intersec-
tion is actually connected with physics of the process.
Before the intersection, the velocity of the test shell is
defined by formulas (61) and (26), in which we should
also pass to the limit λ = 0. Using (134), we then obtain

(138)

The same operations with (65), (28), and (136) yield

(139)

In these formulas, as previously, all functions of r are
taken at the point of intersection r = r*. Since the jump
in energy is known [relation (137)], the jump in the
velocity of the test shell can be determined from (138)
and (139).

7. MASS EJECTION FROM A STAR CLUSTER

The dynamical processes near supermassive black
holes (SBHs), quasars, blazars, and active galactic
nuclei are characterized by violent events that give rise
to jets and ejections. The formation of jets is commonly
associated with processes that take place in magnetized
accretion disks [18, 19]. The formation of quasi-spher-
ical ejections, which are possibly observed in broad
absorption lines, may prove to be related to other ejec-
tion mechanisms. In this section, based on the ballistic
interaction between gravitating shells described in the
preceding sections, we point out the possibility of shell
ejection from the neighborhood of a SBH surrounded
by a dense massive star cluster.

Numerical calculations for the collapse of a star
cluster in the shell approximation [4, 9, 10] showed
that, even if all shells were initially bound, after several
intersections, some of the shells acquire enough energy
to become unbound and to fly away to infinity. The rem-
nant can be a stationary star cluster in the Newtonian
approximation and a SBH in general relativity.

Ejections can be produced by the interaction
between shells moving near a SBH. In a homogeneous
star cluster with or without a SBH, stars evaporate
through pair collisions with modest kinetic energy
transfer. The formation of rapidly escaping stars is
approximately a factor of 100 less probable, because
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collisions with weak momentum transfer prevail [20].
If the cluster is denser and contains several compact
parts, then the collisions between these parts will be
completely different; significant momentum transfer
during a collision becomes possible. In this case, the
gravitational interaction between compact parts can
lead to high-velocity ejections, and if such an intersec-
tion takes place near a SBH, then the shell escape
velocity from the cluster can account for an appreciable
fraction of the speed of light c. Such a situation can
arise through the collision of galaxies during a close
encounter of their nuclei. In that case, one nucleus can
pull part of the matter from the other nucleus in the
form of collapsing shells. The interaction of such shells
with cluster stars can lead not only to collapse onto the
SBH but also to the reverse phenomenon: shell ejection
with a velocity much higher than the fall velocity at a
given radius; the shell will not fall to the SBH because
of the large angular momentum of its stars.

The ejection mechanism manifests itself even for
the interaction between two shells in the Newtonian
approximation considered in Section 4. If two gravita-
tionally bound shells with energies %1 < 0 and %2 < 0
that obey the equations of motion (93) and (94) inter-
sect at point r = , then their next intersection can

occur at point r =  farther from the center, i.e., at

 > . According to (90) and (91), the shell energies
will be

(140)

after the first intersection and

(141)

after the second intersection. If the absolute values of
%1 and %2 are sufficiently small and if  is moderately

large and not too close to , then  > 0 and (outer)
shell 2 after the intersection can go to infinity. Clearly,
there is a broad class of such solutions, and one specific
example (with the highest possible ejection velocity) is
given in [8].

Naturally, this effect also remains in the relativistic
theory of gravitation. If two gravitationally bound
shells with energies E1 < m1c2 and E2 < m2c2 that move

according to Eqs. (30)–(32) intersect at point r = ,
then the energy transfer is described by formulas (82)
and (84), (85):
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(142)

Here, Q is given by expression (70), in which all func-
tions of r are taken at point . For simplicity, let us
consider only those cases where the second intersection
occurs at  >  but at such a large  that the New-
tonian approximation can be used for estimates in this
region. Thus, the shell energies after the second inter-
section will be

(143)

Now, an important circumstance is that, whatever the
value of , the first term in the square brackets in
(143) satisfies the inequality

(144)

This follows from the fact that M1(r) > m1 and M2(r) >
m2 at any r and, in addition, the absolute value of Q is
always larger than unity (see Footnote 3). Comparison
of expressions (143), (144), and (141) indicates that the
shell ejection effects in the relativistic region not only
remain but can even be more intense.

8. A NUMERICAL REALIZATION
OF THE EXACT SOLUTION

Let us now consider a numerical solution of the
exact equations of motion for two intersecting shells.
To calculate the motions of the shells between their
intersections, we used Eqs. (29)–(36), where min, m12,
mout, m1, m2, L1, and L2 are the free initial parameters of
the system. It is also required to specify the initial shell
radii; the calculation start time may be taken to be zero.
We deduce expressions for the derivatives of the proper
times τ1 and τ2 with respect to t from (33)–(36). Substi-
tuting them into Eqs. (30) and (31) yields the equations
of motion for the shells in time relative to an infinitely
distant observer.
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Fig. 2. The motion of two gravitationally bound shells with intersections when the mass of each shell accounts for 1% of the mass
of the central body: (a) m1 = m2 = 0.01min and (b) 0.15min.
The energy of the shells is redistributed during their
intersection, which can be taken into account by using
Eq. (78). The shells were renamed after their intersec-
tion, which allows us to count as many intersections as
we wish without being concerned about the shell num-
bers (shell 2 is always the outer one).

Figure 2 shows the motion of two shells around a
central body. The rest masses of the shells were
assumed to be identical and equal to 1 and 15% of the
mass of the central body, and the initial relative ener-
gies Ei/mic2 were 0.975 in both cases. Shell “beating”
and energy transfer from one shell to the other, which
manifests itself in changes in the radius of maximum
shell recession from the center, are clearly seen in
Fig. 2a. However, at larger shell masses in Fig. 2b, the
shell energies and trajectories even after one intersec-
tion change so greatly that the next intersection can
occur for quite different shell radii and velocity direc-
tions (i.e., the change in phase is comparable to the
shell oscillation period itself). We clearly see chaotiza-
tion of the shell motion from this example. Chaotic
motions for various shell parameters in the Newtonian
case are illustrated in [8].

To achieve the largest gain in energy of the escaping
shell, by analogy with the Newtonian case, we should
choose the shell parameters as follows: first, the initial
total energies must be close to the rest energies m1c2

and m2c2; and, second, the first intersection must occur
at a point as close to the gravitating center as possible,
while the second intersection must occur as far as pos-
sible from this center. The characteristic relativistic
potential can be used to satisfy these conditions. Near
the peak of the potential curve (near 2rg), one of the
shells can be arbitrarily long; the shell, as it were, sticks
to the radius of the potential peak, which gives time for
the other shell to fly far away (see Fig. 3).
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
Figure 4 shows the motion of shells with intersec-
tion and with the ejection of one shell after the second
intersection. The rest masses of the shells were
assumed to be identical and equal to 1% of the mass of
the central body, m1 = m2 = 0.01min (Fig. 4a). The other
initial parameters were taken to be r1 = 7.5, r2 = 7.75,
L1 = 2.013, L2 = 2.0279481, mout – m12 = (1 – 10–12)m2,
and m12 – min = (1 – 10–12)m1. Here, ri and Li are given
in units of rg and mirgc, respectively, with rg = 2kmin/c2.

The first and second intersections occur at  =

2.126104 and  = 43.8996, respectively. The escaping
shell acquires an energy ∆mc2 approximately equal to
its kinetic energy mv 2/2 = ∆mc2, ∆m = 4.3604 × 10–5min ≈
4.4 × 10–3m1, which corresponds to the velocity at infin-

r1*

r2*

0.90

5
r/rg

0.95

1.00

0.85
10 15 20 25 30

Φ

*

*

Fig. 3. The total (gravitational plus centrifugal) effective
potential Φ for the motion of one shell, rg = 2kmin/c2.
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Fig. 4. The ejection of one of the shells after two intersections under the conditions most favorable for the attainment of the maxi-
mum ejection velocity: (a) m1 = m2 = 0.01min, (b) 0.03min, (c) 0.15min, and (d) 0.30min.
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Fig. 5. The ejection of one of the shells after two intersec-
tions for initial parameters identical to those in Fig. 4b with
the angular momentum of the particles constituting the sec-
ond shell increased by 0.5%, which violates the most favor-
able conditions for ejection.
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ity v  = 0.0931c. The initial and resulting parameters for
the various calculations shown in Figs. 4a–4d and
Fig. 5 are given in the table. Figures 6–8 show plots for
variations in the radii of the first and second intersec-
tions and in the escape velocity of one of the shells to
infinity for the conditions most favorable for shell ejec-
tion.

Figure 5 shows the motion of the same shells as
those in Fig. 4b but with the angular momentum of
shell 2 increased by half a percent. The latter causes
the “sticking” phase to disappear; as a result, the sec-
ond intersection occurs much earlier and the efficiency
of the mechanism decreases sharply. The change in
energy was found to be ∆m = 2.634 × 10–4min, which
accounts for about 0.88% of the shell rest mass; i.e., the
efficiency of the mechanism decreased by 17% (see the
table).

In conclusion, note that, as the shell masses rise, the
efficiency of the ballistic ejection mechanism initially
increases. However, when the shell rest masses reach
about 20% of the mass of the central body, the mini-
L AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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mum possible radius of the first intersection increases
and the maximum possible radius of the second inter-
section decreases because of the strong interaction
between the shells, which causes the efficiency of this
scenario to decrease (see Figs. 6–8). In turn, as was
mentioned above, a small deviation of the parameters
from the optimal position results in a significant devia-
tion from the limiting shell escape velocity.

The calculations of the shell motion with simplified
conditions during intersections from [9, 10] (see the
Appendix) proved to be in good agreement with the
exact calculations for low shell masses, m1, 2/min ≤ 0.03.

0.1

0
–5

log((r1
* – 2rg)/rg)

log(m/min)(m = m1 = m2)

0.2

0.3

0.4

0.5

0.6

–4 –3 –2 –1 0

0.7

–6

Fig. 6.  versus logarithm of the mass

ratio, ;  is the radius of the first intersection

for equal rest masses of the shells, m1 = m2, under the con-
ditions most favorable for ejection.

r1* 2rg–( )/rg[ ]log

m1/min( )log r1
*
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This is because, under the conditions most favorable for
escape, the first intersection occurs near the point of
minimum radius, where either v 1 ! c or v 2 ! c (the
necessary condition for the validity of the simplified
condition) and the second intersection occurs far from
the center in the nonrelativistic region, where v 1, v 2 !
c as well. Thus, the conditions under which the approx-
imate solution is in good agreement with the exact solu-
tion are satisfied.

For low-mass (m1, m2 ! min) shells, we can take the

radius of the first intersection to be  = 2rg and ther1*

1

0
–5

log(r2
*/r1

*)

log (m/min)(m = m1 = m2)

2

3

4

5

6

–4 –3 –2 –1 0–6

Fig. 7.  versus ;  is the radius of

the second intersection for the same conditions as in Fig. 6.

r2*/r1*( )log m/min( )log r2
*

Table

Fig. 4a Fig. 4b Fig. 4c Fig. 4d Fig. 5

m1/min 0.01 0.03 0.015 0.30 0.03

m2/min 0.01 0.03 0.015 0.30 0.03

r1/rg 7.5 7.5 7.5 7.5 7.5

r2/rg 7.75 8.5 9.8 11.27 8.5

/rg
2.126104 2.3638 3.249 4.3698 2.3765

/rg
43.8996 26.986 11.7076 7.9374 7.9345

L1/m1crg 2.013 2.05 2.285 2.61 2.05

L2/m2crg 2.0279481 2.0753315 2.305431 2.5393 2.0857082

(mout–m12)/m2 1–10–12 1–10–12 1–10–12 1–10–12 1–10–12

(m12–min)/m1 1–10–12 1–10–12 1–10–12 1–10–12 1–10–12

∆m/min 4.3604 × 10–5 3.1889 × 10–4 4.22686 × 10–3 7.52 × 10–3 2.634 × 10–4

v /c 0.0931 0.1447 0.2336 0.2198 0.1384

∆m/m2, % 0.44 1.06 2.8 2.5 0.88

r1*

r2*
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radius of the second intersection to be infinite. As a
result, the maximum energy carried away by a low-
mass shell through the intersections with a shell of
the same rest mass is proportional to the shell mass
and the escape velocity is proportional to the square
root of the shell mass. Using the first row in the table,
we have

for m/min ! 1, where m = m1 = m2.
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APPENDIX

Since there was no exact solution to the problem of
the intersection of relativistic gravitating shells in the
course of the study by Bisnovatyi-Kogan and Yangura-
zova [9, 10], these authors proposed the following
approximate continuity conditions at the point of inter-
section:

(A.1)

(A.2)

∆m
m

-------- 0.044 m
min
-------,

v
c
---- 0.931 m

min
-------≈≈

E1

1 rg1/r∗–
---------------------------

E1'

1 rg1' /r∗–
---------------------------,=

E1' E2'+ E1 E2.+=

–3.0
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Fig. 8. Logarithm of the ejection velocity to infinity,
], versus  for the same conditions as

in Fig. 6.

v /c( )log m/min( )log
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Here, the total energies of the shells E1, E2, , and 

are given by formulas (79) and (80); rg1 and  are4

(A.3)

Equation (A.2) is the exact energy equation (81) and
requires no discussion. In contrast, as our comparison
with the exact theory shows (see below), Eq. (A.1) is
approximate. It can be used only for low effective rest
masses of the shells M1 and M2 (compared to the mass
of the central body) together with the condition for the
velocity of at least one of the shells being low (com-
pared to the speed of light) at the intersection time. Our
exact solution with the most favorable (for escape) con-
ditions corresponds to the case where the first intersec-
tion occurs near the turning point (the minimum possi-
ble distance from the central body) of one of the shells,
i.e., where the velocity of this shell is nearly zero. The
energy transfer responsible for the ejection of one of the
shells to infinity is determined by this first intersection,
because the second intersection occurs far from the
center, where the energy transfer is negligible. For these
reasons, the results of our numerical calculations using
conditions (A.1) and (A.2) for sufficiently low shell
masses proved to be similar to those obtained by using
the exact theory when describing the cases correspond-
ing to maximum shell escape velocities.

Let us briefly explain the derivation of the approxi-
mate condition (A.1) from the exact solution. Consider
the intersection of shells described in Section 3 for low
(compared to minc2) energies E1 and E2. In addition, we
assume that the intersection does not occur too close to
the gravitational radius of the central body and that,
although the shell velocities at the intersection time can
account for a sizeable fraction of the speed of light, they
are, nevertheless, not ultrarelativistic. This means that

(A.4)

Below, v 1 and v 2 are the velocities given by rela-
tions (59)–(61) but taken at point r = r*. It is easy to
show that, under conditions (A.4), the equations of
motion (30) and (31), to a first approximation, yield

(A.5)

4 Actually, the terms E1/2c2 and /2c2 related to shell self-gravi-

tation were taken in [9, 10] without the factor 1/2. The more
accurate expressions (A.3) were used later.
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whence it also follows that conditions (A.4) mean M1,
M2 ! min. In this approximation, formula (85) for
energy transfer can be written as

(A.6)

If we also add the requirement that the intersection
occur near the turning point of one of the shells, i.e., for
v 1v 2/c2 ! 1, then it follows from (A.6) that

(A.7)

It is easy to show that the same expression for ∆E also
follows from Eqs. (A.1) and (A.2) if we express E1 –

 = ∆E in them as a function of E1, E2, and min and
take the first term of its expansion in small parameters
E1/minc2 and E2/minc2 for fin(r*) ~ 1.
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Abstract—We consider the gravitational properties of a global monopole on the basis of the simplest Higgs
scalar triplet model in general relativity. We begin with establishing some common features of hedgehog-type
solutions with a regular center, independent of the choice of the symmetry-breaking potential. There are six
types of qualitative behaviors of the solutions; we show, in particular, that the metric can contain at most one
simple horizon. For the standard Mexican hat potential, the previously known properties of the solutions are
confirmed and some new results are obtained. Thus, we show analytically that solutions with the monotonically
growing Higgs field and finite energy in the static region exist only in the interval 1 < γ < 3, where γ is the
squared energy of spontaneous symmetry breaking in Planck units. The cosmological properties of these glo-
bally regular solutions apparently favor the idea that the standard Big Bang might be replaced with a nonsingu-
lar static core and a horizon appearing as a result of some symmetry-breaking phase transition at the Planck
energy scale. In addition to the monotonic solutions, we present and analyze a sequence of families of new solu-
tions with the oscillating Higgs field. These families are parametrized by n, the number of knots of the Higgs
field, and exist for γ < γn = 6/[(2n + 1)(n + 2)]; all such solutions possess a horizon and a singularity beyond it.
© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In accordance with the standard cosmological
model [1], the Universe has been expanding and cool-
ing from a split second after the Big Bang to the present
moment and has remained uniform and isotropic in
doing so. In the process of its evolution, the Universe
has experienced a chain of phase transitions with spon-
taneous symmetry breaking, including the Grand Uni-
fication and electroweak phase transitions, formation of
neutrons and protons from quarks, recombination, and
so forth. Regions with spontaneously broken symmetry
that are more than the correlation length apart are sta-
tistically independent. At interfaces between these
regions, the so-called topological defects necessarily
arise. A systematic exposition of the potential role of
topological defects in our Universe was given by Vilen-
kin and Shellard [2]. The particular types of defects—
domain walls, strings, monopoles, or textures—are
determined by topological properties of the vacuum
[3]. If the vacuum manifold is not shrinkable to a point
after the breakdown, then the Polyakov–t’Hooft mono-
pole-type solutions [4, 5] appear in quantum field the-
ory.

Spontaneous symmetry breaking plays a fundamen-
tal role in modern attempts to construct particle theo-
ries. In this context, a symmetry is commonly associ-
ated with internal rather than spacetime transforma-

¶This article was submitted by the authors in English.
1063-7761/02/9503- $22.00 © 20392
tions, e.g., the isotopic, electroweak, and Grand
Unification symmetries, and supersymmetry, whose
transformations mix bosons and fermions. Topological
defects that are caused by spontaneous breaking of
internal symmetries and are independent of spacetime
coordinates are said to be global.

A fundamental property of a global symmetry viola-
tion is the Goldstone degree of freedom. For the mono-
pole, the term related to the Goldstone boson in the
energy–momentum tensor decreases rather slowly
away from the center. As a result, the total energy of a
global monopole grows linearly with the distance, or, in
other words, diverges. Without gravity, this divergence
is a general property of spontaneously broken global
symmetries. In his pioneering paper [4], Polyakov men-
tioned two possibilities of avoiding this difficulty. The
first one was to combine the monopole with the Yang–
Mills field. This idea was independently considered by
t’Hooft [5]. This, among other reasons, gave rise to
numerous papers on gauge (magnetic) monopoles. The
second possibility was to consider a bound monopole–
antimonopole system, whose total energy would be
large (proportional to the distance between the compo-
nents) but finite.

One more possibility is to take the self-gravity of
global monopoles into account; this can in principle
remove the above self-energy problem and is also nec-
essary for potential astrophysical applications. Such a
study was first performed by Barriola and Vilenkin [6],
002 MAIK “Nauka/Interperiodica”
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who found that the gravitational field outside a mono-
pole is characterized by a solid angle deficit propor-
tional to the energy scale of the spontaneous symmetry
breaking. Harari and Lousto [7] showed that the gravi-
tational mass of a global monopole, calculated using
the Tolman integral, is negative. Solutions with a hori-
zon for supermassive global monopoles were found by
Liebling [8], who also confirmed the estimate in [9] for
the upper value of the symmetry-breaking energy com-
patible with a static configuration. The existence of de
Sitter cores inside global monopoles and other topolog-
ical defects have led to the idea of topological inflation
[10–12].

For global strings in flat space, the energy per unit
length (without gravitation) also diverges with growing
distance from the axis, but only logarithmically. But in
general relativity, integration over the cross section
yields a finite result [13, 14]. The gravitational interac-
tion thus leads to self-localization of a global string.
Does a similar effect occur for a global monopole? An
attempt to answer this question, which does not appear
to be answered in the existing papers, was one of the
motivations for reconsidering the gravitational proper-
ties of a global monopole.

The previous studies have used the boundary condi-
tion according to which the symmetry-breaking poten-
tial must vanish at spatial infinity. Our approach is dif-
ferent: we do not even assume the existence of a spatial
asymptotics, but require regularity at the center and try
to observe the properties of the entire set of global
monopole solutions. In doing so, among other quanti-
ties, we discuss the behavior of the total scalar field
energy, which turns out to be finite in static regions of
supermassive global monopoles.

In Section 2, we present the complete sets of equa-
tions for a static spherically symmetric gravitating glo-
bal monopole in the two most convenient coordinate
systems—those with quasiglobal and harmonic radial
coordinates. The general properties of static global
monopoles are summarized in Section 3. In Section 4,
we analytically and numerically analyze the specific
features of a global monopole in the particular case of
the Mexican hat potential. Section 5 contains a general
discussion of our results, including their possible cos-
mological interpretation.

2. EQUATIONS AND BOUNDARY CONDITIONS

2.1. General Setting of the Problem

We begin with the most general form of a static
spherically symmetric metric, without specifying the
radial coordinate x1 = u,

(1)

Here, dΩ2 = dθ2 + sin2θdϕ2 is the linear element on a
unit sphere and F0, F1, and FΩ are functions of u. The

ds2 gµνdxµdxν e
2F0dt2 e

2F1du2– e
2FΩdΩ2.–= =
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nonzero components of the Ricci tensor are (the prime
denotes d/du)

(2)

We consider the Lagrangian describing a triplet of
real scalar fields φa (a = 1, 2, 3) in general relativity,

(3)

where R is the scalar curvature, V(φ) is a potential

depending on φ = ± , and G is the gravitational
constant. We use the natural units such that

(4)

and, therefore, G = , where mPl = 1.22 × 1019 GeV
is the Planck mass.

To obtain a global monopole with unit topological
charge [2], we assume that the metric has form (1) and
φa comprise the following “hedgehog” configuration:

(5)

The Einstein equations can be written as

(6)

where  is the energy–momentum tensor and the non-

zero components of  are

(7)

The conditions for the metric (1) to be regular at the
center are that

(8)

at the corresponding value uc of the coordinate x1 = u.
The last condition is necessary for local flatness and
ensures the correct ratio of the circumference to the

radius for coordinate circles at small r = .
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The scalar field energy, defined as the partial time
derivative of the scalar field action, E = –∂S/∂t, is a con-
served quantity for our static system,

(9)

where g is the determinant of the metric tensor.
In what follows, we make some general inferences

without specifying the potential V(φ) and then perform
a more detailed study for the simplest and most fre-
quently used symmetry-breaking potential

(10)

where η > 0 characterizes the energy of symmetry
breaking, λ is a dimensionless constant, and f(u) =
φ(u)/η is the normalized field magnitude playing the
role of an order parameter. The model has a global
SO(3) symmetry, which can be spontaneously broken
to SO(2) by potential wells (V = 0) at f = ±1.

We now explicitly write the Einstein equations and
the boundary conditions in the two coordinate frames to
be used.

2.2. The Quasiglobal Coordinate ρ
The first choice is the coordinate u = ρ specified by

the condition F0 + F1 = 0. Setting  =  = A(ρ)

and  = r(ρ), we obtain the metric

(11)

The scalar field equation

(12)

where  = ∇ α∇ α is the d’Alembert operator, and
certain combinations of the Einstein equations are
given by

(13)

(14)

(15)

(16)

(17)

where the prime denotes d/dρ. Only three of these five
equations are independent: scalar field equation (13)
follows from the Einstein equations and Eq. (17) is a

E g– T0
0 x3d∫=
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φa ∂V /∂φa+ 0,=

Ar2φ'( )' 2φ– r2dV /dφ,=

A'r2( )' 16πGr2V ,–=

2r''/r 8πGφ'2,–=

A r2( )'' r2A''– 2 1 8πGφ2–( ),=

A'rr' Ar'2 1–+ 8πG
1
2
---Ar2φ'2 φ2– r2V– 

  ,=
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first integral of the others. Given a potential V(ϕ), this
is a determined set of equations for the unknowns r, A,
and φ.

This choice of the coordinates is preferable for con-
sidering Killing horizons, which correspond to zeros of
the function A(ρ), because such zeros are regular points
of Eqs. (13)–(17); moreover, in a close neighborhood of
a horizon, the coordinate ρ defined in this manner var-
ies (up to a positive constant factor) as the manifestly
well-behaved Kruskal-like coordinates used for ana-
lytic continuation of the metric [15, 16]. Therefore, the
regions at both sides of a horizon can be simultaneously
considered in terms of ρ and the entire range of ρ, can
contain several horizons in general. For this reason, the
coordinate ρ can be called quasiglobal.

The regularity conditions at the center, Eq. (8), are
satisfied if

(18)

near some value ρc of the coordinate ρ.

In regions where A < 0 (sometimes called T regions
[1]), whenever they exist, the coordinate ρ is timelike
and t is spacelike. Changing the notation as t  x ∈
R and introducing the proper time of a comoving
observer in the T region,

(19)

we can rewrite the metric as

(20)

The spacetime geometry then corresponds to a homo-
geneous anisotropic cosmological model of the Kan-
towski–Sachs type [17, 18], where spatial sections have
the topology of R × S2.

2.3. The Harmonic Coordinate u

Another convenient variable that allows consider-
ably simplifying the form of the equations is the har-
monic coordinate u specified by the condition [19]1

(21)

such that  = 0. The field equations can then be writ-
ten as

(22)

(23)

1 A cylindrical version of the harmonic radial coordinate has been
used previously in the analysis of gravitational properties of cur-
rent-conducting filaments [20] and cosmic strings [21, 22].

A ρ( ) Ac O ρ ρc–( )2( ),+=

r ρ( ) ρ ρc–( )/ Ac≈

τ ρ/ A ρ( )d∫= ,

ds2 dτ2 A τ( ) dx2 r2 τ( )dΩ2.––=

F1 2FΩ F0,+=

u

φ'' 2e
F0 F1+

φ– e
2F1dV /dφ,=

F0'' 8πGe
2F1V ,–=
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(24)

(25)

(26)

where the prime denotes d/du.
It is straightforward to find that the regularity condi-

tion at the center can only correspond to u  ±∞; we
choose u  –∞, where we must have

(27)

and Ac is the same as in (18).

3. GENERAL PROPERTIES 
OF GLOBAL MONOPOLES

3.1. Monopoles in Minkowski Spacetime

The Minkowski metric written in the usual spherical
coordinates,

(28)

is a special case of (11) with r ≡ ρ and A ≡ 1. In flat
spacetime, the only unknown is φ(r) and the only field
equation is (13), which becomes

(29)

For the particular potential in Eq. (10), we have
dV/dφ = λφ(φ2 – η2) and the scalar field equation can
then be written in terms of f = φ/η as

(30)

The energy integral in Eq. (9) takes the form

(31)

In the case where V(φ) ≥ 0, its convergence implies that
all three terms must vanish as r  ∞ sufficiently rap-
idly:

(32)

This actually implies that a finite-energy configuration
is only possible with V(0) = 0, contrary to the symme-
try-breaking assumption according to which V has min-
ima in nonsymmetric states, φ ≠ 0. In particular, poten-
tial (10) does not give rise to global monopoles with a
finite energy. A consideration of self-gravity of the field
triad φa is one of the ways to overcome this difficulty.

F1'' 2FΩ' FΩ' 2F0'+( )– 8πG φ'2 e
2F1V+( ),–=

FΩ'' e
2 F0 FΩ+( )

– 8πG φ2e
2 F0 FΩ+( )

e
2F1V+( ),–=

–e
2FΩ–

e
2F1–

FΩ'
2

2FΩ' F0'+( )+

=  8πG
1
2
---e

2F1–
φ'2 e

2FΩ–
φ2– V– 

  ,

e
FΩ 1/ u , e

F0∼ Ac 1 O u 2–( )+( ),=

e
F1 1/u2,∼

ds2 dt2 dr2– r2dΩ2,–=

r2φ'( )' 2φ– r2dV /dφ.=

r 2– r2 f '( )' 2 f r 2– λη 2 f 1 f 2–( )+– 0.=

E 4π r2 1
2
---φ'2 φ2

r2
----- V+ + 

  r.d∫=

φ o r 1/2–( ), φ' o r 3/2–( ), V o r 3–( ).= = =
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In flat spacetime, the harmonic coordinate u is
related to r as u – u0 = ±1/r, where u0 is an arbitrary con-
stant; choosing the minus sign, we find that u ranges
from –∞, which corresponds to the center r = 0, to u0
corresponding to spatial infinity.

3.2. Solutions with Constant φ
Under the assumption that φ = φ0 = const, the corre-

sponding value of the potential V(φ0) = V0 (times 8πG)
plays the role of a cosmological constant, and the Ein-
stein equations can be integrated explicitly.

Indeed, in the region where φ = const, Eq. (15)
reduces to r" = 0, whence r = αρ + r0, where α, r0 =
const. It remains to find A(r), and this is immediately
done by integrating Eq. (16),

(33)

where M and C are integration constants. Substituting
(33) into (14), we find

(34)

Thus, the solution is essentially determined by the val-
ues of φ0, V0, and M. One more constant, α, reflects the
freedom in choosing the unit of time. We note that this
is not a monopole solution. Even if we set M = 0, which
is evidently necessary for regularity at r = 0, this solu-
tion with constant φ ≠ 0 is singular at the center: for A(r)
given by (33) with M = 0, the Kretschmann scalar is
_ = RαβγδRαβγδ ≈ 4∆2/r4 at small r.

Regarding the global monopole, two cases of the
solution in Eq. (33) are of interest. The case where φ0 ≡
0 describes the symmetric state, and the case where
V0 = 0 gives a possible asymptotic behavior at spatial or
temporal infinity.

In the case where φ0 = 0 (the symmetric state), set-
ting M = 0 (which is necessary for a regular center), we
arrive at the de Sitter metric

(35)

This metric has a horizon at r = rh. At r > rh, outside the
horizon, r becomes a timelike coordinate, and t is a
spacelike one. Changing the notation as in (19) and
(20), we obtain the metric

(36)

This is the Kantowski–Sachs cosmology with the iso-
tropic inflationary expansion at late times (τ  ∞).

A r( ) 1 ∆–

α2
------------ 2GM

r
-------------– Cr2, ∆+ 8πGφ0

2,= =

C 8πGV0/3.–=

ds2 1 r2

rh
2

----–
 
 
 

dt2 1 r2

rh
2

----–
 
 
  1–

dr2– r2dΩ2,–=

rh
2 8πGV0

3
-----------------.=

ds2 dτ2 τ /rh( )dx2sinh
2

– rh
2 τ /rh( )dΩ2.cosh

2
–=
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In the other case, φ0 ≠ 0 but V0 = 0 (the case of bro-
ken symmetry, such as φ = η in potential (10)), the met-
ric becomes [6]

(37)

where the constant M has the meaning of mass in the
sense that test particles at rest experience the accelera-
tion –GM/r2 in gravitational field (37) at large r.

Furthermore, a nonzero value of φ0 leads to a solid
angle deficit ∆ defined in (33) in the asymptotic region
as r  ∞ (see [2] for more detail) and to a linear diver-
gence of integral (9) at large r.

The general case of Eq. (33) describes the large-r
asymptotic behavior of any solution to Eqs. (13)–(17),
provided that such an asymptotic form exists and φ
tends to a constant value sufficiently rapidly.

For the monopoles to be studied, metric (37) gives a
large-r asymptotic behavior in the case where ∆ < 1. We
also consider solutions with ∆ > 1, for which a static
asymptotic regime is absent. Metric (37) then describes
cosmological evolution at late times.

3.3. General Properties of Solutions with Varying φ
We now consider the general form of Eqs. (13)–(17)

with varying φ, without specifying the potential V(φ).

We first note that, because of (15), we have r'' ≤ 0,
which forbids any nonsingular configurations without a
center such as wormholes and horns (see Theorem 1 in
[16] for further details).

Second, Eq. (16) can be rewritten as

(38)

ds2 1 ∆–

α2
------------ 2GM

r
-------------– 

  dt2=

– 1 ∆–

α2
------------ 2GM

r
-------------– 

  1–
dr2 r2dΩ2,–

r4B'( )' 2 1 8πGφ2–( ), B– A/r2,= =def

r
a

b

c

ρc ρ1 ρ2 ρ

Fig. 1. Possible behavior of r(ρ) in global monopole solu-
tions.
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and at a point where B' = 0, we have r4B" = –2(1 –
8πGφ2). Hence, it follows that, as long as φ2 < 1/(8πG)
(i.e., the φ field does not reach trans-Planckian values),
B" < 0 at possible extrema of the function B. In other
words, B cannot have a regular minimum.

Our interest is in systems with a regular center satis-
fying conditions (18) with A(ρ) > 0 and B(ρ) > 0 near
ρ = ρc. At a possible horizon ρ = h, both A and B vanish,
and because this cannot be a minimum of B, B < 0 at
ρ > h near the horizon. At greater ρ, the function B(ρ),
having no minima, can only decrease and never returns
to zero; therefore, A = Br2 < 0 at ρ > h. We conclude that
there can be no more than one horizon, and if it exists,
it is simple (corresponds to a simple zero of A(ρ)).
Because the global causal structure of spacetime is
determined (up to possible identifications of isometric
hypersurfaces) by the number and disposition of Kill-
ing horizons [23–25], we have the following result.

Statement 1. Under the assumption that φ2 <
1/(8πG) in the entire space, our system with a regular
center can have either no horizon or one simple hori-
zon; in the latter case, its global structure is the same
as that of de Sitter spacetime.

The above reasoning is essentially the same as in the
proof of Theorem 2 in [16] on the disposition of hori-
zons in scalar-vacuum spacetimes. It uses only
Eq. (16), which does not involve the potential V. The
conclusion is therefore valid for systems with any
potentials, positive or negative.

We now return to Eq. (15), according to which r" ≤
0. Because r' > 0 at a regular center, this leaves three
possibilities for the function r(p) (Fig. 1):

(a) monotonic growth with a decreasing slope, but
r  ∞ as ρ  ∞;

(b) monotonic growth with r  rmax < ∞ as ρ 
∞; and

(c) growth up to rmax at some ρ1 < ∞ and further
decrease, reaching r = 0 at some finite ρ2 > ρ1.

In each case, according to Statement 1, a horizon
can occur at some ρ = h within the range of ρ, and we
therefore have a T region with the geometry of the Kan-
towski–Sachs cosmological model at ρ > h.

We conclude that there are six classes of qualitative
behaviors of the solutions, i.e., (a), (b), and (c), each
with or without a horizon, which we indicate with the
respective symbols 1 or 0. Thus, all solutions with a
spatial asymptotic behavior belong to class (a0). Class (b0)
includes spacetimes ending with a “tube” consisting of
two-dimensional spheres of equal radii. Solutions in
class (c0) contain a second center at ρ = ρ2, and this
center can a priori be regular or singular. We thus
obtain a static analogue of closed cosmologies.
Classes (a1), (b1), and (c1) describe different late-time
cosmological behaviors in the two directions corre-
sponding to S2, whereas the fate of the third spatial
direction (R) is determined by the function A(ρ). In
 AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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particular, the possible de Sitter asymptotic metric in
Eq. (36) belongs to class-(a1) solutions, and the expan-
sion is isotropic at late times in this case. On the other
hand, class (c1) contains models that at late times behave
as the Schwarzschild spacetime inside the horizon, con-
tracting to r = 0.

This classification is obtained without any assump-
tions about V(φ). Solutions with given V(φ)contain
some of these classes, not necessarily all of them.

In the case, where V ≥ 0, Eq. (14) leads to one more
important observation: because A'r2 = 0 at a regular
center, we can write (14) in the integral form

(39)

and therefore, A(ρ) is a decreasing function unless V ≡
0. Equation (39) leads to the following conclusions.

Statement 1a. If V(φ) ≥ 0, our system with a regular
center can have either no horizon or one simple hori-
zon; in the latter case, its global structure is the same
as that of de Sitter spacetime.

Statement 2. If V(φ) ≥ 0, the second center in
class-(c0) solutions is singular.

Statement 3. If V(φ) ≥ 0 and the solution is asymp-
totically flat, the mass M of the global monopole is neg-
ative.

Statement 1a shows that, for nonnegative potentials,
the assumption φ2 < 1/(8πG) in Statement 1 is unneces-
sary, and the causal structure types are known for any
magnitudes of φ.

Statement 2 follows from A'(ρ2) < 0, whereas at a
regular center, it should be A' = 0 (see (18)). The equal-
ity A'(ρ2) = 0 could only be possible with V ≡ 0, but in
this case, the only solution with a regular center is triv-
ial (flat space, φ = 0).

In Statement 3, the asymptotic flatness is understood
up to the solid angle deficit, i.e., r = ρ and A is given by
(33) with C = 0 at large ρ. As ρ  ∞, we then obtain
2GM on the left-hand side of Eq. (39) and a negative
quantity on the right-hand side.

To our knowledge, this simple conclusion, valid for
all nonnegative potentials, has so far been obtained only
numerically for the particular potential (10) [9]. We
note that Statement 3 is an extension to global mono-
poles of the so-called generalized Rosen theorem [16,
26], previously known for scalar-vacuum configura-
tions.

Therefore, even before studying particular solutions
with potential (10), we have a more or less complete
knowledge of what can be expected of from such global
monopole systems.

A'r2 16πG V ρ( )r2 ρ( ) ρ,d

0

ρ

∫–=
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4. THE MEXICAN HAT POTENTIAL

4.1. Equations and Boundary Conditions

In what follows, we analyze the particular Mexican
hat potential in Eq. (10). For numerical integration, we
prefer to use the harmonic coordinate u and to work
with Eqs. (22)–(25). This variable enters the equations
only via derivatives and is therefore invariant under
translations u  u + const.

Introducing the dimensionless quantities

(40)

we eliminate the parameter λ from the equations.
Indeed, omitting the tildes, we obtain

(41)

(42)

(43)

Condition (21) is preserved for the newly defined quan-
tities, but the metric becomes

(44)

The boundary conditions as u  –∞ are given by

(45)

They follow from the regularity requirement at the cen-
ter and a particular choice of the time unit (F0 = 0) and
of the origin of the u coordinate (the fourth condition).

There remains only one dimensionless parameter in
Eqs. (41)–(43),

(46)

which is the squared energy of symmetry breaking in
Planck units.

It is easy to find that γ = 1 is a critical value of this
parameter. Indeed, if we assume the existence of a
large-r asymptotic behavior such that f  1, i.e., the
field tends to the minimum of potential (10), then the
asymptotic form of the metric at large r is given by (37)
with ∆ = γ. Consequently, the asymptotics can be static
only if γ ≤ 1, whereas, for γ > 1, the large-r asymptotics
can only be cosmological (the Kantowski–Sachs type),
and there is a horizon separating such an outer region
from the static monopole core.

ũ u/ λη( ), e
F̃Ω λη e

FΩ,= =

e
F̃1 λη 2e

F1,=

f '' e
2 F0 FΩ+( )

2 e
2FΩ 1 f 2–( )–[ ] f ,=

F0''
γ
4
---e

2 F0 2FΩ+( )
f 2 1–( )2

,–=

FΩ'' e
2 F0 FΩ+( )

1 γ f 2–
γ
4
---e

2FΩ 1 f 2–( )2
– .=

ds2 e
2F0dt2 e

2F1du2 e
2FΩdΩ2+

λη 2
--------------------------------------------.–=

f 0, F0 0, F0' 0,= = =

FΩ u–( ) o 1/ u( ).+ln–=

γ 8πGη2,=
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Fig. 2. The field magnitude f as a function of the harmonic
coordinate u for different values of γ. Solutions with mono-
tonically growing f = f0(u) (a) exist for 0 < γ < γ0 = 3. In the
region γ < γ1 = 2/3, there are solutions with f = f1(u) chang-
ing their sign once (b); in the region γ < γ2 = 0.3, there
are solutions with f = f2(u) changing their sign twice (c).
As γ  γn – 0, the function fn(u) vanishes in the entire
range –∞ < u < ∞ from the center to the horizon.
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On the other hand, if a configuration with γ < 1 pos-
sesses a horizon, there is again the Kantowski–Sachs
cosmology outside it, but there cannot be a large-r
asymptotic form, and in accordance with Section 3, the
solutions belong to classes (b1) or (c1).

Now, leaving aside the sufficiently well studied case
of solutions with a static asymptotics [2, 6, 7] belong-
ing to class (a0) in accordance with Section 3, we
suppose that there is a horizon and return to
Eqs. (41)–(43). The horizon corresponds to u 
+∞. In such cases, in addition to (45), we impose the
boundary condition

(47)

This condition is necessary for the regularity of a solu-
tion on the horizon and is applicable to classes (a1),
(b1), and (c1).

For class-(a0) solutions, having a spatial asymptotic
behavior and no horizon, condition (47) is meaningless.
Moreover, the coordinate u then ranges from –∞ to
some u0 < ∞ such that r(u0) = ∞.

For configurations of classes (a0) and (a1), the com-
monly used boundary condition is 

(48)

It is of interest that, in case (a1), to which both condi-
tions are applicable, condition (47), being less restric-
tive, still leads to solutions satisfying (48) because of
the properties of the physical system itself.

The set of equations (41)–(43) with boundary con-
ditions (45) and (47) comprise a well-posed nonlinear
eigenvalue problem. Its trivial solution, with f = 0 and
de Sitter metric (35), describes the symmetric state
(with unbroken symmetry). Nontrivial solutions
describing hedgehog configurations with spontane-
ously broken symmetry can be found numerically and
yield a sequence of eigenvalues γn, n = 0, 1, …, and the
corresponding values of the horizon radius rh, n for each

f u( ) f h, f h ∞ as u +∞.<

f 1 as r ∞.

–1.0
0.1

γ
1

–0.8
–0.6
–0.4
–0.2

0.2
0.4
0.6
0.8
1.0

0

fh, n

Fig. 3. The γ dependence of the values of f(u) on the hori-
zon, fh, n = fn(u)|u → ∞.
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given value of fh. Conversely, for a given (admissible)
value of γ, we obtain a sequence of values of fh and rh.

4.2. The Linear Eigenvalue Problem

Liebling [8] has empirically found the upper critical
value γ0 ≈ 3 for the existence of static solutions.2 In this
section, we find a theoretical ground for this limit.

Actually, we analytically find a sequence of critical
values γn, n = 0, 1, …, such that, for γ < γn, there exist
static configurations with the field magnitude f(u)
changing its sign n times.

Only the analysis for f(u) > 0 can be found in the lit-
erature. Our numerical integration of Eqs. (41)–(43)
shows that, in addition to solutions with monotonically
growing f(u) (which exist for γ < γ0 = 3, Fig. 2a), there
exist regular solutions for γ < γ1 = 2/3 with f(u) chang-
ing its sign once (Fig. 2b). Solutions with two zeros of
f(u) exist for γ < γ2 = 0.3 (Fig. 2c), etc. All these solu-
tions have a horizon, and the absolute value of f on the
horizon, |fh, n| = |fn(∞)|, is a decreasing function of γ,
vanishing as γ  γn – 0 (Fig. 3).

As γ  γn, the function f(u) vanishes in the entire
range of u, and it is this circumstance that allows us to
find the critical values γn analytically. In a close neigh-
borhood of γn, the field f(u) is small within the horizon,
f 2 ! 1, and Eq. (41) therefore reduces to a linear equa-
tion with given background functions F0 and FΩ, corre-
sponding to the de Sitter metric (35). In terms of the
dimensionless spherical radius r, Eq. (41) becomes

(49)

where rh =  is the value of r on the horizon. The
boundary conditions are

(50)

Nontrivial solutions of (49) with these boundary
conditions exist for a sequence of eigenvalues γ = γn,
n = 0, 1, 2, …, and the corresponding eigenfunctions
fn(r), which are regular in the interval 0 ≤ r ≤ rh, are sim-
ple polynomials,

(51)

2 In the notation of [8], η* ≈ .3/ 8π( )

rd
d

r2 1 r2

rh
2

----–
 
 
  df

dr
----- 2 r2–( ) f– 0,=

12/γ

f r 0= 0, f rh( ) ∞.<=

f n r( ) ak
r
rh

---- 
  2k 1+

.
k 0=

n

∑=
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Substituting (51) in (49), we find the eigenvalues

(52)

and the recurrent relation

(53)

allowing us to express all ak, k = 1, 2, …, n, in terms of
a0. Because Eq. (49) is linear and homogeneous, a0 is
an arbitrary constant.3 For fixed n, the coefficients ak in
(51) are

(54)

The case where

gives a monotonically growing function f(u) in a close
vicinity of γ = γ0 = 3 (see Fig. 2a). Thus, the upper limit
γ0 = 3 for the existence of static monopole solutions,
previously found by Liebling [8] numerically, is now
obtained analytically.

The case where

describes the function f(u) changing its sign once, at γ
close to γ1 = 2/3 (see Fig. 2b). The case where n = 2, γ2 =

3/10, rh, 2 = 2  and

gives the field function f(u) changing its sign twice
(Fig. 2c).

For n @ 1, the function fn(r) rapidly oscillates,

3 As γ  γn – 0, the general equation (41) has the same solution
as (49), with a0 ! 1. To find the dependence a0(γ), we must take
the next terms that are nonlinear in f into account.

rh n,
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3
n 1/2+( ) n 2+( )
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f n r( ) a0

rh n,
r2 2–

rh n,
2 2–

----------------- 2
2

r
-------

1 r/rh n,( )2–

1 2/rh n,
2–

----------------------------
 
 
 

arcsin–arcsincos

r2 r2 2–( ) 1 r/rh n,( )2–[ ]4
---------------------------------------------------------------------------------------------------------------------------------------.=
But this semiclassical formula is not valid near the left

turning point4 r =  (see the dashed curve in Fig. 4).
Its applicability range is 1 ! r < rh, n ≈ 2n, n @ 1.

We have not previosly met regular monopole config-
urations with the field function f(u) changing its sign. It
seems that this is their first presentation.

4.3. Solutions with Monotonically Growing f(u)

As is clear from the aforesaid, the interval 0 < γ < 3
of the existence of nontrivial solutions with monotoni-
cally growing f(u) splits into two qualitatively different
regions separated by γ = 1.

In the interval 0 < γ < 1, the solutions have spatial
asymptotics (37); according to our general classifica-
tion, they belong to class (a0). The spherical radius

r(u) =  varies from zero to infinity, f(u) grows
from zero to unity, and A(u) decreases from unity to its
limiting positive value (cf. Eq. (37))

(55)

and the energy integral (9) diverges.
In the interval 1 < γ < 3, solutions with monotoni-

cally growing f(u) belong to class (a1). Instead of a spa-
tial asymptotics, there is a horizon and the Kantowski–
Sachs cosmology outside it. The functions A and r
inside and outside the horizon are presented in Fig. 5
for γ = 2. In the presence of a global monopole, the cos-
mological expansion is slower than the de Sitter one
(Eq. (36)). As τ  ∞, the radius r(τ) grows linearly,
while A tends to the negative constant value –(γ – 1)/α2.

Within the horizon, f(u) monotonically grows from
zero at u = –∞ to a value fh = fh, 0(γ) on the horizon,
u  ∞ (see Fig. 2a). As a function of γ, the value fh, 0
of f on the horizon decreases from unity at γ = 1 to zero
at γ = γ0 = 3 (see Fig. 3). Integral (9) taken over the static
region converges, and we can conclude that, at 1 < γ <
3, the gravitational field is sufficiently strong to sup-
press the Goldstone divergence and to localize the

4 We recall that, in view of the substitution (40), the distances are

measured in the units .

2

λη( )
1–

e
FΩ u( )

A r ∞→
1 γ–

α2
-----------,=

α dr
dρ
------=

ρ ∞→
1

γ
2
--- f '2 ρ( )r ρ( ) ρ,d

0

∞

∫–=
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monopole. At γ > 3, gravity is probably so strong that it
restores the high symmetry of the system.

Outside the horizon, the field f as a function of the
proper time τ grows from fh, 0 on the horizon to unity as
τ  ∞. Introducing the proper radial length l inside

the horizon by the relation dl = dρ/ , we can ascer-
tain that the functions f(l(ρ)) at ρ < h and f(τ (ρ)) at ρ >
h are two parts of a single smooth curve (Fig. 6). 

When the parameter γ is close to its critical value
γ = 1 separating the (a0) and (a1) branches of the solu-
tion, i.e., when

(56)

the horizon radius rh, 0 and the scalar field value on the
horizon fh, 0 can be found analytically under certain
additional assumptions on the system behavior that fol-
low from the results of numerical analysis. In particu-
lar, there is an “intermediate” region of the u range, 1 !
u ! u0 = const, where the first term f " in the scalar field
equation (41) is very small, whereas the function

 is quite large (despite the fact that this func-
tion eventually vanishes as u  ∞). In this region, the
expression in square brackets in (41) must therefore be
small, i.e.,

This relation can be used for further estimates. The
results are

(57)

where the constant C can be found by comparison with
the numerical results; our estimate is C ≈ 0.2.

The behavior of the solution in the critical regime,
γ = 1, can be characterized as a globally static model with
a “horizon at infinity” [8], because A  0 as r  ∞.

The fact that monotonic solutions with horizons are
absent for γ < 1 becomes evident from the analysis of
the inflection point u = uinf of the function FΩ(u). A hori-
zon, whenever it exists, corresponds to u  ∞, where
FΩ remains finite. Because it behaves logarithmically
as u  –∞, there is (at least one) inflection point
where the second-order derivative is zero, and it follows
from Eq. (43) that

A

0 γ 1 ! 1,–<

e
2 F0 FΩ+( )

e
2FΩ 1 f 2–( ) 2.≈

rh 0,ln 1/ γ 1–( )[ ]  @ 1,ln≈

f h 0, 1 C γ 1–( )2,–≈

1 γ f 2–
γ
4
---e

2FΩ f 2 1–( )2
– 0, u uinf.= =
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This is a quadratic equation for 1 – f 2, and hence,

(58)

A monotonically growing function f(u) corresponds to
greater values of f, i.e., to the “minus” branch of (58)
(as is confirmed by numerical results). But the right-
hand side of (58) is then negative for γ < 1, leading to
f 2 > 1, which cannot occur because f 2 = 1 is the maxi-
mum attainable value for the solutions under study.
Therefore, for γ < 1, all solutions with monotonically
growing f(u) belong to class (a0) and possess a spatial
asymptotics with a solid angle deficit and a divergent
field energy.

Numerical integration confirms these conclusions.
The different behavior of FΩ(u) for γ < 1 and γ > 1 is
shown in Fig. 7.

1 f 2– 2e
2FΩ–

1 1
γ 1–

γ
-----------e

2FΩ–± 
  .=

–5

40

f × 104

r

0
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0 80 120

Fig. 4. The field magnitude f as a function of the spherical
radius r for γ = 0.001.
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Fig. 6. The function f(ρ) inside (solid curve) and outside
(dashed curve) the horizon; γ = 2.
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4.4. Solutions with f(u) Changing Its Sign

For γ < γ1 = 2/3, there are solutions with the function
f(φ) changing its sign once (see Fig. 2b). For γ < γ2 =
0.3, there are solutions with f(φ) changing its sign twice
(see Fig. 2c), etc. Unlike the monotonic solutions dis-
cussed in Section 4.3, all of them possess a horizon and,
in agreement with the general inferences in Section 4.1,
belong to class (c1). This implies that, beginning with a
regular center, the spherical radius r(ρ) first grows, then
passes its maximum rmax at some ρ1, and then decreases
to zero at finite ρ = ρ2, which is a singularity. The hori-
zon occurs at some ρ = h < ρ2, which can be greater or
smaller than ρ1, but in any case, the singularity occurs
in a T region and is of cosmological nature. The depen-
dence r(ρ) before and after the horizon is a single
smooth curve (Fig. 8a).

0 2
ρ

4

6

4 6 8

2

0

–2

A

r

ρh

Fig. 5. The functions A(ρ) and r(ρ) form unified smooth
curves in the regions inside (solid curves) and outside
(dashed) the horizon; γ = 2.
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γ = 0

FΩ

u
Fig. 7. The function FΩ(u) for different values of γ. At γ < 1,
there is a limiting value umax of u such that FΩ  ∞ as
u  umax(γ) (dotted curves). As γ  1, the value
umax(γ)  ∞ (dashed curve); for γ > 1, the function FΩ(u)
tends to a finite constant value as u  ∞ (solid curves).
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Beyond the horizon, |A(τ)| grows from zero at τ = 0
(the horizon) to infinity as τ  τs = τ(ρ2) (the singu-
larity) as a function of the proper time τ of a comoving
observer (see Fig. 8b). Beyond the horizon, the scalar
field magnitude | f | first grows and then slightly varies
around unity. Approaching the singularity, f(ρ(τ))
changes its sign and finally |f(ρ(τ)) |  ∞ as τ  τs

(see Fig. 8c).

5. CONCLUSION AND DISCUSSION

We have performed a general study of the properties
of static global monopoles in general relativity. We
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f

25 302015105
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0
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40
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108642
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25 302015105 ρh

(a)
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Fig. 8. Solutions with f of alternating sign: the functions
(a) r(ρ), (b) |A(τ)|, and (c) f(ρ) for γ = 0.5 before (solid lines)
and after (dashed lines) the horizon.
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have shown that, independently of the shape of the
symmetry-breaking potential, the metric can contain
either no horizon or one simple horizon, and in the lat-
ter case, the global structure of spacetime is the same as
that of the de Sitter spacetime. Outside the horizon, the
geometry corresponds to homogeneous anisotropic
cosmological models of the Kantowski–Sachs type,
where spatial sections have the topology R × S2. In
general, all possible solutions can be divided into six
classes with different qualitative behaviors. This classi-
fication is obtained without any assumptions about
V(φ). Solutions with given V(φ) contain some of these
classes, not necessarily all of them. This qualitative
analysis gives a complete picture of what can be
expected of global monopole systems with particular
symmetry-breaking potentials.

Our analytical and numerical analysis for the Mexi-
can hat potential confirms the previous results of other
authors concerning the configurations with the mono-
tonically growing Higgs field magnitude f. Among
other things, we have analytically obtained the upper
limit γ0 = 3 for the existence of static monopole solu-
tions, previously found numerically by Liebling [8]. We
have also found and analyzed a new family of solutions
with the field function f. Changing its sign, which we
have not met in the existing literature.

Of particular interest can be the class-(a1) solutions
with a static nonsingular monopole core and the Kan-
towski–Sachs cosmological model outside the horizon.
Its anisotropic evolution is determined by the functions
of the proper time |A(τ) | (the squared scale factor in the
R direction), r(τ) (the scale factor in the two S2 direc-
tions), and the field magnitude f(τ). For a comoving
observer in the T region, the expansion starts with a
rapid growth of |A(τ) | from zero to finite values, resem-
bling inflation, and ends with A  const as τ  ∞.
The expansion in the o S2 directions described by r(τ)
is comparatively uniform and linear at late times, i.e.,

much slower than  corresponding to de Sit-
ter’s spacetime (see (35)). We stress that all such mod-
els with the de Sitter-like causal structure (i.e., with a
static core and expansion beyond the horizon) drasti-
cally differ from the standard Big Bang models in that
the expansion starts from a nonsingular surface and
cosmological comoving observers can receive informa-
tion in the form of particles and light quanta from the
static region situated in the absolute past with respect to
them. Moreover, the static core is nonsingular in our
case, and it therefore provides an example of an entirely
nonsingular cosmology in the spirit of papers by Gliner
and Dymnikova [27–30].

The nonzero symmetry-breaking potential plays the
role of a time-dependent cosmological constant, a kind
of hidden vacuum matter. Because the field function Λ
tends to unity as τ  ∞, the potential vanishes and the
“hidden vacuum matter” disappears.

τ /rh( )cosh
2
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The lack of isotropization at late times does not
seem to be a fatal shortcoming of the model for two rea-
sons. First, if the model is used to describe the near-
Planck epoch of the Universe evolution, then, at the
next stage, the anisotropy can probably be damped by
diverse particle creation, and the further stages with
lower energy densities may conform to the standard
picture (with possible further phase transitions). Sec-
ond, if we add a comparatively small positive quantity
Λ to potential (10) (“slightly raise the Mexican hat”),
this must change nothing but the late-time asymptotics,
which then becomes the de Sitter one corresponding to
the cosmological constant Λ. In our view, these ideas
deserve a further study.

Evidently, the present simple model cannot be
directly applied to our Universe. It would be too naive
to expect that a macroscopic description based on a
simple toy model of a global monopole with only one
dimensionless parameter γ can explain all the variety of
early-Universe phenomena. Nevertheless, it may be
considered as an argument in favor of the idea that the
standard Big Bang might be replaced with a nonsingu-
lar static core and a horizon appearing as a result of
some symmetry-breaking phase transition at the Planck
energy scale.
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Abstract—We consider quasielastic large-angle electron–muon scattering at high energies with radiative cor-
rections up to the two-loop level. The lowest order radiative corrections arising from the one-loop virtual photon
emission and a real soft emission are presented within a power accuracy. Two-loop corrections are supposed to
be of three gauge-invariant classes. One of them, the so-called vertex contribution, is given in the logarithmic
approximation. The relation to the renormalization group approach is discussed. © 2002 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Interest in the physics at electron–muon colliders is
now increasing. The main attention is paid to the inves-
tigation of rare processes, for instance, those violating
the lepton number conservation law. Another motiva-
tion is a test of the models alternative to the Standard
Model [1]. The problems of calibration and precise
determination of luminosity will be important. For this,
the process of quasi-elastic electron–muon scattering
can be used.

The processes of quasi-elastic and inelastic large-
angle electron–muon scattering (EMS) play an impor-
tant role in the luminosity calibration at electron–
positron colliders. Indeed, they have a clear signature:
the scattered leptons move almost back-to-back (in the
center-of-mass reference frame), and the cross section
is sufficiently large,

(1)

where s is the total energy squared in center-of-mass
reference frame, dΩe is the element of angular phase,
and θ is the scattering angle.

The modern experimental requirements to the theo-
retical accuracy are at the level of per mille or even less
and therefore necessitate a detailed knowledge of non-
leading terms in the two-loop approximation. Some of
these terms were recently calculated in a series of
papers [2] devoted to the study of large-angle Bhabha
scattering. The contribution of the elastic genuine two-
loop virtual correction to the Bhabha amplitude was
recently evaluated [3] using the prescription developed

dσ0 θ( )
dΩe

---------------- 200 nb

s GeV2[ ]
--------------------, θ 1

2
---,≈cos≈

¶This article was submitted by the authors in English.
1063-7761/02/9503- $22.00 © 20404
in [4] to handle singular terms in QCD at the two-loop
level.

In this paper, we consider the EMS process in the
two-loop approximation. At this level, we are interested
in the contribution to the cross section given by the
interference of the Born amplitude and the two-loop
virtual corrections. An attempt to solve this problem
was made in a series of papers [5], where a direct cal-
culation was performed; unfortunately, their result is
incorrect even in the part containing the infrared diver-
gence. Other papers (see, e.g., [6]) were devoted to the
calculation of two-loop Feynman amplitudes within the
dimensional regularization scheme. Once again, their
results cannot be straightforwardly applied to the real
amplitudes of large-angle EMS. One of the reasons is
the requirement of distinct masses of the interacting
particles.

Here, we consider only virtual and real soft photon
contributions to the cross section of the EMS. In the
third order of the perturbation theory, there exist three
sets of contributions, each of which is free of infrared
singularities. They include the contribution coming
from the one-loop virtual photon emission corrections
(see Fig. 1) and the one given by a soft photon emission
(see Fig. 3, diagram a).

In the fourth order, there are four sets free of infra-
red singularities. One of them, dubbed the vertex, con-
tains virtual corrections to the lepton vertex function up
to the second order of the perturbation theory and rele-
vant inelastic processes with the emission and absorp-
tion of real soft photons and lepton pairs by the initial
and scattered electrons (and similarly muons). We use
here the known expression for the lepton vertex func-
tion up to the fourth order of the perturbation theory [7].
Together with the contribution coming from the emis-
sion of two real soft photons and a soft charged lepton
002 MAIK “Nauka/Interperiodica”
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Fig. 1. First-order contributions.
pair (see Fig. 3, diagrams d–f), it is our primary concern
in the present paper. We also consider the contribution
to the vacuum polarization caused by hadrons and the
soft real pion pair production.

Three additional gauge invariant contributions are
described by the one-photon exchange containing lep-
ton vertex functions accounting for the vacuum polar-
ization and box-type Feynman diagrams with the self-
energy insertion into one of the exchange photon
Green’s functions. They are left for a separate consider-
ation.

Quasielastic refers to a process with the final parti-
cles emitted almost back-to-back in the center-of-mass
reference frame. The final particle energies coincide
with those of the initial particles up to a small value
∆ε ! ε. This disbalance is due to a possible emission of
soft photons and pairs.

We start by giving the results for the Born differen-
tial cross section and first-order corrections. The latter
contain radiative corrections due to the emission of vir-
tual photons at the one-loop level and the emission of
an additional soft photon. These contributions involve
infrared divergences that cancel when the two contribu-
tions are added.

The result of the calculations agrees with the renor-
malization group (RG) prediction in the leading loga-
rithmic approximation,

(2)

where Π(t)is defined below (see Eq. (7)) and $∆ is the
∆ part of the nonsinglet lepton structure function [9], 

(3)

Here, ρt is the so-called large logarithm, t is the kine-
matical invariant, and me and mµ are masses of the
leptons.
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In addition, we give the explicit form of the nonlead-
ing terms and present the result of calculating the low-
est-order radiative corrections to a power accuracy,

(4)

Our calculation of the second-order contribution is per-
formed in the logarithmic approximation. We keep all
the logarithmically enhanced terms including those
containing logarithms of the mass ratio and omit the
terms of the order O(1).

In calculating radiative corrections in the fourth
order of perturbation theory, we consider three separate
gauge-invariant contributions. We call them the vertex
contributions, the decorated boxes, and contributions of
the eikonal type. The last two involve amplitudes with
the electron–muon exchange enhanced by one or two
additional virtual (or real soft) photons and by a virtual
(real soft) pair. Their contributions are not considered
here.

The first set of Feynman diagrams is of the vertex
type with second-order radiative corrections (Fig. 2).

The corresponding contribution involves the fourth
power of large logarithms and the infrared divergent
terms. Combining this with additional contributions
coming from the emission and absorption of one and
two soft photons by either of the lepton lines results in
the cancellation of the fourth and third powers of large
logarithms and of all the infrared-divergent terms. The
result is found to be in agreement with the RG predic-
tions.

1 O
α
π
---m2

s
------ρt 

  .+

b ca

e fd

Fig. 2. Some of the second-order V-type contributions: a, d,
e, f—double virtual photon contributions to vertex function;
b, c—vacuum polarization insertions.
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Our paper is organized as follows. After some intro-
ductory remarks, we discuss the first-order contribution
to the cross section of the process in Section 2. In Sec-
tion 3.1, the radiative corrections coming from the ver-
tex diagrams are considered to the α4 order of perturba-
tion theory. Section 3.2 is devoted to the study of the
vacuum polarization effects including the hadronic
contribution to the vertex Feynman diagrams. In Sec-
tion 3.3, we give the contribution due to the emission of
one and two soft photons and a soft pair for the cases of
emitted (absorbed) leptons with equal and different
masses. In conclusion, we summarize the results
obtained.

2. THE BORN CROSS-SECTION
AND LOWEST-ORDER RADIATIVE 

CORRECTIONS

We recall that we consider the large-angle high-
energy electron–muon scattering

(5)

with the kinematic invariants s, t, and u much larger
than the lepton mass squared,

where c =  is the cosine of the scatter angle
in the center-of-mass reference frame (this reference

e– p1( ) µ– p2( ) e– p1'( ) µ– p2'( ),+ +

p1
2 p1'

2
me

2, p2
2 p2'

2
mµ

2 ,= = = =

s p1 p2+( )2, t p1 p1'–( )2 s
2
--- 1 c–( ),–= = =

u p1 p1'–( )2 s
2
--- 1 c+( ),–= =

p1 p1',( )cos

b ca

e fd

Fig. 3. Some of the soft photon contributions. Diagram a
corresponds to the first-order radiative corrections; in b, the
filled circle denotes the vertex one-loop radiative correc-
tions; c–e represent the emission of two soft photons; and
f, represents a soft pair production. 
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frame is implied in what follows). The differential cross
section in the Born approximation is given by

(6)

We can then write

The lowest order radiative corrections come from
the emission of virtual (one-loop corrections) and real
photons. The one-loop radiative corrections are classi-
fied into three distinct sets. One of them is related to the
vacuum polarization insertion into the propagator of a
photon exchanged between leptons. It can be taken into
account as 

(7)

where M2 denotes the square of the hadron invariant
mass in the process   h and

(8)

is the known ratio of the single-photon annihilation
cross sections with hadron and muon pairs produced.

Another set of one-loop radiative corrections con-
tains the vertex function (we recall that only the Dirac
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formfactor of the vertex function applies within power
accuracy implied in Eq. (4)),

(9)

with the lowest order Dirac formfactors of leptons
given by (see [7])

(10)

Here, λ is a fictitious photon mass. It is convenient to

represent  as the sum of two ingredients,

(11)

where f vp contains QED vacuum polarization effects
(to be specified in Section 3.2) and

(12)

The contribution of the Pauli formfactor is neglected
because it is proportional to the lepton mass squared.
The remaining one-loop radiative correction is associ-
ated with the interference of the Born amplitude with
those containing two virtual photons exchanged
between lepton lines.

Depending on the photon energy, the soft region
(ω < ∆ε ! ε) and the hard region (ω > ∆ε) of the real
photon emission can be distinguished. In the quasireal
case, only the soft region is relevant,

(13)

We now give some useful formulas for the descrip-
tion of a soft photon emission. The center-of-mass ref-
erence frame is understood for the initial particles,
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which implies that the values of 3-momenta of all par-
ticles are equal (we consider the elastic EMS).

We first give the expression for a single soft photon
emission,

(14)

with the dilogarithm function

By properly squaring this formula, it is easy to derive

the quantity  (see Eqs. (21) and (22)).

The contributions to the lowest order radiative cor-
rections that are free of infrared singularities and origi-
nate in two sets containing Dirac formfactors of the lep-
tons, and the relevant contribution coming from a soft
photon emission can be cast into the form

(15)

which agrees with the structure function approach.
After accounting for the soft photon contributions

 and  and the interference of the Born and box-
type Feynman diagrams, we obtain

(16)

(details of the lowest order box Feynman diagram con-
tribution can be found in [2]). The factor K represents
the sum of the elastic Born and box-type amplitudes
and the corresponding inelastic contributions. The
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expression for the cross section given above is in agree-
ment with predictions expected from the RG consider-
ations.

The expression for the EMS cross-section in the
leading logarithmic approximation can be brought to
the form of a Drell–Yan-like process [9] written in
terms of structure functions,

(17)

with the nonsinglet structure function

(18)
Here, Pn∆ is the nth iteration of the ∆-part of the kernel
of evolution equations,

(19)

Explicit expressions for P1∆ and P2∆ are given in (3).
The parameter ∆ (∆ ! 1) can be interpreted as the
energy fraction carried by soft real photons and pairs
escaping detectors. The running QED coupling con-
stant is

3. SECOND-ORDER RADIATIVE CORRECTIONS
Second-order radiative corrections can be repre-

sented as the sum of several sets, each of which
depends on the choice of the gauge with respect to vir-
tual and real photons. We consider Feynman diagrams
describing elastic scattering with the vacuum polariza-
tion effects included and with the soft pair production
taken into account. They are related to the one-photon
exchange Feynman diagrams for both elastic and quasi-
elastic processes and can be specified by the emission
of two more (either virtual or real) photons from the
same lepton lines.

A keystone to this classification is the soft photon
radiator cross section. In the case of only one soft pho-
ton emitted, it takes the form

(20)
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For the emission of two soft photons (e.g., by the elec-
tron block), we have

(21)

For the emission of two soft photons such that their
total energy does not exceed ∆ε ! ε, we have

(22)

where

The general structure of all the above contributions
to the differential cross-section reveals the presence of
large logarithms up to the fourth power. But the sum
involves only their second powers. Such a cancellation
is characteristic of each gauge-invariant set of correc-
tions.

3.1. Vertex Graphs

Three gauge-invariant groups of Feynman diagrams
containing one photon exchange contribute

(23)

The quantity  is related to the emission of two (vir-
tual and real) photons out of a muon line, 

Using the results given in Eq. (12) for the electron
Dirac formfactor up to the fourth order of perturbation
theory,1 we can construct the contributions to the
squared matrix element of one-photon exchange ampli-
tudes that are free of infrared singularities

(24)

where  corresponds to the muon formfactor, which
is identical to the electron one with the electron mass

1 Here, we omit the contribution of the vacuum polarization; it is
taken into account in what follows.
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----- a1 ã1 a2+ +[ ] .=

ã1
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replaced by that of the muon. The quantities  and 
correspond to the emission of one and two soft real
photons (their energies are restricted by the condition
∆ω1 + ∆ω2 < e) from the fermion lines i, j. The corre-
sponding expression is given in Eq. (14). We note the
factor 1/2! in front of the latter quantities, which is due
to the identity of the soft photons emitted.

The relevant contribution to the differential cross
section in the logarithmic approximation is then given
by

(25)

This result is in agreement with the radiative correc-
tions form of the large-angle cross section.

3.2. Hadronic Vacuum Polarization

We study the vacuum polarization effects occurring
in considering vertex Feynman diagrams (see Fig. 2,
diagrams b, c). For this, we use the known expression
for the hadronic vacuum contribution to the photon
Green’s function by making the substitution

(26)

where k is the 4-momentum of the virtual photon, M2 is
the hadron invariant mass squared, and the ratio 5(M2)
is given in Eq. (8).

In the next order of perturbation theory, we must
consider the three gauge-invariant classes of Feynman
diagrams for elastic and quasi-elastic processes with a
soft photon and a soft pion pair production.

We first examine the vertex class. The cross sections
can be written as

(27)

where  corresponds to the soft hadron emission of
soft pion pairs and F1 (with the hadronic vacuum polar-
ization of the virtual photon) is the vertex contribution
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to the Dirac formfactor of a lepton with the mass m. The
contribution of the Pauli formfactor F2 is suppressed by
the factor |m2/t |.

The standard calculation with the regularization at
t = 0 leads to

(28)

with

(29)

(for details, see Appendix A). It can be seen that the
condition F1 |t = 0 = 0 is satisfied. We now consider two
limiting cases for F1. In the case of a large hadron
invariant mass squared compared to –t, we find

(30)

and in the case of a small invariant mass squared,

(31)

Taking the emission of soft pairs into account (see
Appendix B), we obtain the hadronic contribution to
the radiative correction

(32)

3.3. Leptonic Vacuum Polarization 
and Soft Lepton Pairs

We next study the contribution to the lepton vertex
function of the vacuum polarization type. Obviously,
there are two possibilities for a vacuum polarization
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contribution to the elastic cross section can then be
written as

(33)

where

is the contribution of the electron blob inserted into the
electron vertex function (see (11) for the definition of
f vp) and

is a muon blob contribution to the electron vertex.

A similar expression is valid for the muon vertex
function (the electron blob contribution to the muon
vertex),

We now turn to the inelastic process of a lepton–
antilepton pair production (of the mass µ, obeying 2µ !
∆ε ! ε). For the differential cross section, we obtain

(34)

with

We assume a muon or an electron to be a scattered lep-
ton, and consequently, the quantity µ stands for the cor-
responding mass.

The sum of contributions (33) and (34) does not
contain cubic powers of large logarithms; for the “elec-
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tron line corrections,” it is found to be (see [11])

(35)

For a muon, it is given by

(36)

It can be seen that the leading terms are in agreement
with the RG predictions.

4. SUMMARY

We have evaluated the Born cross section and the
first-order radiative correction to it of the EMS process
in the quasi-elastic kinematical situation. The relevant
formulas are given in (2) and (3) in the leading logarith-
mic approximation and in (16) with power accuracy.

Among second-order contributions, we have con-
sidered gauge-invariant contributions from Feynman
diagrams with radiative corrections to the vertex func-
tion of either lepton. We have also included soft photon
and pair emission with energies less than ∆ε.

In the leading logarithmic approximation, the
results are in agreement with the RG.

The explicit results for virtual and soft real photon
emission are given in Eqs. (23) and (25). For the emis-
sion of virtual and soft real lepton pairs, the relevant
formulas are given in Eqs. (34) and (35).

In Section 3.2, we determined the contributions
coming from the hadronic vacuum polarization, where
the radiative correction is expressed in terms of an
explicit integral of the experimentally measured quan-
tity R(M2). We also consider a soft pion pair production
(see Appendix B). We calculate the hadronic vacuum
polarization contribution to the vertex functions of the
electron or muon explicitly. The relevant formulas for
radiative corrections are given in (32).

The evaluation of contributions of the other gauge-
invariant types, the eikonal and the decorated box Fey-
nman diagrams, requires additional investigation.
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APPENDIX A

Details of the Hadronic Vacuum Polarization

We consider here the details of the vertex hadron
function calculation. For the vertex function, we can
write

(37)

where q = p2 –  and Γ1 and Γ2 are the Dirac and
Pauli formfactors respectively. We write the vertex
function as

(38)

where

(39)

The quantities d and d0 are defined in Eq. (29). With the
regularization at t = 0, we have

(40)

The contribution of the Pauli formfactor Γ2 is pro-
portional to B and is therefore suppressed by the fac-
tor |m2/t |.

APPENDIX B

Soft Pion Pair Production

The general expression for the soft pion pair produc-
tion is
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Here, q± is the 4-momentum, and e± is the energy of π±;
q is the 4-momentum, and q0 is the energy of the soft
pair.

Rewriting

we obtain

where

Separate contributions are given by

and the master integral is

The soft pion pair production contribution to the invari-
ant mass distribution (from the emission of both elec-
tron and muon blocks) is given by
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Abstract—The uniform quasi-classical approximation [14] is used to describe the optical spectra formed dur-
ing asymmetric collisions between atoms of rare gases in which one of the atoms is in a metastable state. We
consider the reactions He(21S) + Ne  He(11S) + Ne + "ω and Ar(3P2) + He  Ar(1S) + He + "ω, in which
the optical transition mechanisms are typical of most rare gases. Quasi-molecular terms of excited states and
radiative widths calculated in a unified semiempirical approach are used. Spectral characteristics are calculated
for thermal collision energies in the entire frequency range, including the center and both wings of the forbidden
line. For the blue wing, our results are consistent with the widely used Condon approximation at collision ener-
gies E ≥ 200 cm–1. At lower collision energies and in the region of the red wing and center of the forbidden line,
the spectral distributions that cannot be described in the Condon approximation are reproduced in the uniform
quasi-classical approximation. Comparison with quantum-mechanical calculations by the strong-coupling
method confirms the high accuracy of the uniform quasi-classical approximation in the entire range of radiation
frequencies. © 2002 MAIK “Nauka/Interperiodica”.
 1. INTRODUCTION

This study1 is devoted to optical transitions (in
absorption or emission) that are forbidden in isolated
atoms but are permitted in quasi-molecules produced
by two colliding atoms. A characteristic example of
such transitions is the radiative decay of metastable
atoms during collisions with atoms in normal states.
Such transitions can now be investigated experimen-
tally [1, 2]. Moreover, these are even easier to investi-
gate than forbidden atomic transitions, because the life-
time of metastable atomic states is limited by the corre-
sponding quasi-molecular optical or nonadiabatic
transition. Whereas calculating forbidden atomic tran-
sitions requires invoking high orders of perturbation
theory, the radiative widths of quasi-molecular transi-
tions can be calculated even in the first order of pertur-
bation theory (see, e.g., [1]). This is because they are
comparable to the radiative widths (probabilities) of

 †Deceased.
1Some of its results were reported at the First International Work-
shop on the physics of electron and atomic collisions (March
2001, Klyaz’ma). We are grateful to the organizers of the work-
shop for the invitation and to its participants for a helpful discus-
sion.
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resonance atomic transitions at mean internuclear dis-
tances.

The main difficulty in theoretically analyzing quasi-
molecular transitions stems not only from the variety of
term structures and dependences of the radiative widths
on internuclear distances in various quasi-molecules.
The collisionally broadened line of a permitted transi-
tion at frequency ω0 is known [3] to have a Lorentz pro-
file near ω0 with far wings whose intensity decreases as
a power law, 1/(ω – ω0)s, s > 1. For forbidden transi-
tions, there is no such view of the general spectral pat-
terns.

Below, we develop a quasi-classical theory of quasi-
molecular optical transitions by using asymmetric col-
lisions between rare-gas atoms for which the metasta-
ble states belong to the 1s2s and np5(n + 1)s configura-
tions (the 1s3 and 1s5 states in the Paschen notation) as
an example. Since the transition mechanisms are differ-
ent even within one group of elements, we consider two
reactions,

(1)
He 1s2s S1

0,( ) Ne S1
0( )+

He 1s2 S1
0,( ) Ne S1

0( ) "ω,+ +
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and

(2)

These reactions illustrate the main cases and peculiari-
ties of optical transitions in asymmetric rare-gas quasi-
molecules. Note that our results can also be extended to
collisions between second-group atoms with the
excited nsnp configuration and rare-gas ground-state
atoms. As any problem of atom–atom collisions at low
energies, analysis of the above reactions includes two
problems. The first (static) problem consists in deter-
mining the quasi-molecular terms and radiative widths
(Section 2) and the second (dynamic) problem consists
in calculating the spectral shape (Section 3), including
the spectra averaged over the collision parameters (Sec-
tion 4).

2. THE MECHANISMS 
OF QUASI-MOLECULAR OPTICAL 

TRANSITIONS

The quasi-molecular terms of interest in the reac-
tion (1) were extensively studied in connection with
the first gas laser; the results are summarized in [4].
The experimental data from [5] are most reliable for
the ground-state term. These data can be fitted by

2

For the excited-state term produced by the He(1s2s,
1S0) atomic configuration, we can use the data from [6],
which can also be well fitted by an exponential func-
tion,

For R0 ≈ 6, Ui 0 ≡ Ui (R0) ≈ 260 cm–1 (the term energy is
measured from its asymptotic value), this term of 0+

symmetry intersects the quasi-molecular term of the
same symmetry produced by the He(1s2)–Ne(2p55s,
1P1) configuration. This intersection governs the laser
level population [7]. At collision energies E < Ui0, the
excitation transfer channel is closed and the quasi-
molecular optical transition in the vacuum ultraviolet
remains the only collisional quenching channel for the
He(21S) metastable states.

The radiative width of the 0+–0+ transition is deter-
mined by the interaction between atoms, which results

2 Unless stated otherwise, we use the atomic system of units.

Ar 3 p54s P3
2,( ) He S1

0( )+

Ar 3 p6 S1
0,( ) He S1

0( ) "ω.+ +

U f R( ) 2594 3.439R–( ).exp=

Ui R( ) 0.404 0.917R–( ).exp=
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in the mixing of the |He(1s2s, 1S)〉|Ne(2p6)〉  and
|He(1snp, 1P)〉|Ne(2p6)〉  diabatic quasi-molecular
states of the same 0+ symmetry. Here, |He〉 and |Ne〉
are the corresponding atomic wave functions. The
radiative width calculated in terms of the perturbation
theory by taking into account the short- and long-
range interactions is given in [8, 9]. These data can be
fitted by

Naturally, the interaction with the nearest n = 2 con-
figuration mainly contributes to the width. Thus, at
collision energies lower than 260 cm–1, calculating
the spectral characteristics reduces to the problem of
optical transitions between two repulsive terms one
of which has the radiative width that exponentially
depends on distance. Given the 0+ symmetry of both
terms, the formulated problem, probably, represents
the simplest example of a quasi-molecular optical
transition.

Let us consider the reaction (2). The ground-state
term was determined in [10], and it can be fitted by
the exponential function Uf (R) = 0.01exp(–0.7R).
The results of calculations for the excited-state term
and the corresponding radiative width are summa-
rized in [11]. Of the five excited states (0–, ±1, ±2)
that correspond to the 0–, 1, and 2 terms produced by
the Ar(4s, 3P2) metastable state, only two states (+1
and –1) corresponding to the 1 term are coupled with
the ground state of 0+ symmetry by an optical transi-
tion. Since the dipole matrix elements for the transi-
tions between the states +1–0+ and –1–0+ are identi-
cal, when calculating the spectral distributions, we
can take into account the degeneracy of the initial
term by introducing the statistical weight of this term
g = 2/5 in the expression for the radiative transition
cross section. In this case, by the probability P we
mean the transition probability between two fixed
quasi-molecular states.

If we ignore the interaction with other configura-
tions, then there are two more terms of 1-symmetry
within the initial excited Ar(3p54s)–He(1s2) configu-
ration. The dependence of the adiabatic term ener-
gies on internuclear distance can be found by diago-
nalizing the Hamiltonian Hik constructed in the basis
of diabatic functions |Ar(4s, 1, 3PJ)〉|He(1s2)〉  made up
from the products of LS-coupling atomic wave func-
tions with a unit component of the total angular
momentum along the internuclear axis:

Γ R( ) 4.84 10 5– 1.84R–( ).exp×=
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JOURNAL OF E

A UNIFORM QUASI-CLASSICAL DESCRIPTION OF RADIATIVE TRANSITIONS 415
(3)Hik

P1
1| 〉 P3

1| 〉 P3
2| 〉

P1
1| 〉 Uσ VΠ

2
3
---G1 ζ

2
---+ + + ζ

2
---– 0

P3
1| 〉 ζ

2
---– Uσ

VΠ

2
-------

VΣ

2
------ ζ+ + +

∆V
2

-------

P3
2| 〉 0

∆V
2

------- Uσ
VΠ

2
-------

VΣ

2
------+ +

=

Here, ∆V = VΠ – VΣ; VΠ, Σ are the ion–atom interaction
potentials in the Π and Σ states without spin–orbit cou-
pling; Uσ is the matrix element of the part of the inter-
action operator that includes the interaction of an
excited s electron with the He atom polarized by the Ar+

field; G1 and ζ are the Slater exchange integral and the
spin–orbit coupling constant for the Ar(3p54s) configu-
ration. For the last two quantities, we used their
semiempirical values from [8]. The dependences VΠ, Σ
were restored from the ion potentials [12]. The matrix
element Uσ was calculated by the pseudopotential
method [13] using formulas from [8]. Although the
required adiabatic term has a well D ~ 2 cm–1 in depth,
the term may be assumed to be repulsive and to be fitted
by the exponential function Ui(R) = 0.17exp(–0.7R) for
collisions with energies of the order of 100 cm–1. This
fit is justified by the fact that the spectrum is formed by
transitions in the range R ~ 7–9 (Section 3), where the
exchange interaction between atoms gives a dominant
contribution to the matrix element Uσ and, hence, to the
adiabatic potential.

The adiabatic wave function |Ω = 1, 3P2〉  is deter-
mined simultaneously with the diagonalization of (3).
Since only the |1P1〉  state is coupled with the ground
state by an optical transition in the diabatic basis used,
the radiative width of the adiabatic state is

(4)

Here, Γ0 is the width of the 1P1–1S0 resonance transition
in an isolated Ar atom, and a = –0.892 and b = 0.456 are
the amplitudes for the decomposition of the intermedi-
ate-coupling atomic wave eigenfunctions in the Ar
atom into LS-coupling functions [8]. Since |∆V| ! ζ, G1

in the range of distances under consideration, we can
take into account the spin–orbit coupling exactly and
the ion–atom interaction in the first order of perturba-
tion theory. The second part of formula (4) was derived
in this way; ε1(ε2) are the splittings between the s2 and
s5 (s4 and s5) atomic levels. In contrast to reaction (1), a
radiative width arises here because of the interaction

Γ R( )
Γ0

a2
----- 1 P3

2 P1
1〈 〉

2
=

=  Γ0
b2

4
----- ∆V R( ) 2 1

ε1
---- 1

ε2
----– 

  2

.
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within one configuration. Since the width in the range
of distances under consideration is determined by the
exchange Ar+–He ion–atom interaction, the exponen-
tial fit Γ(R) = 0.486exp(–4R) is again justified for it.

Thus, for the two reactions in the range of distances
responsible for the spectrum formation, the quasi-
molecular terms correspond to repulsion between
atoms and they can be fitted by exponential functions,
as the radiative widths. This circumstance is important,
because it allows us to use the uniform quasi-classical
approximation [14] to calculate the spectral character-
istics. The quasi-classical approximation is preferred to
the semiclassical approximation, which is based on the
use of a single classical trajectory, for the following rea-
son. Note that the characteristic scale for the energy of
quasi-molecular terms Ui, f and energy defect ∆ω is 10–3;
i.e., this is precisely the order of the spectrum extent.
However, the collision energy is of the same order of
magnitude. Therefore, the legitimacy of introducing a
single classical trajectory is called into question. In
contrast, using the quasi-classical approach allows us to
avoid inaccuracies related to the improper introduction
of a trajectory.

3. THE SPECTRAL RADIATIVE-TRANSITION 
PROBABILITY DISTRIBUTIONS

Calculating the spectral distributions dPl/dω = |W|2
for the emission probability of a photon with frequency
ω in the first order of perturbation theory, when analysis
can be restricted to the interaction between only two
states, reduces to calculating the integral

(5)

Here,  are the real regular (at zero) solutions to
the radial Schrödinger equations in the initial and final
channels normalized to the δ function of energy, and

V(R) = . When the wave functions 
are mainly quasi-classical, the potentials Ui, f(R) are
monotonically repulsive and the interaction is V(R) =
V0(R)exp(–γR), where V0(R) is a smooth function of R;
the overlap integral (5) was analyzed in detail in [14,

W 2π Ψi
l R( )V R( )Ψ f

l R( ) R.d

0

∞

∫=

Ψi f,
l R( )

Γ R( )/2π Ψi f,
l R( )
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15]. We established that, in this case, integral (5) is
determined by the contribution from two saddle points,
R+ (Im(R+) ≥ 0) and R– (Im(R–) ≤ 0), which are the roots
of the equations

(6)

closest to the real axis. Here, ki, f are the classical
momentum functions for motion in the effective poten-
tials Ui, f(R) + J2/2µR2 with energies Ei, f, J = l + 1/2.
Based on the results from [14, 15], we obtain the fol-

ki k f–( ) R+( ) iγ,=

ki k f–( ) R–( ) iγ–=

dP
l /d

ω
, 1

0–
6  a

u
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Fig. 1. Transition probability density dPl/dω versus fre-
quency detuning ∆ω for the ArHe quasi-molecule at E =
200 cm–1 and l = 0. (1) A uniform fit in the exponential-
interaction approximation (7); (2) a uniform fit in the con-
stant-interaction approximation (14); (3) the Landau
approximation (16); (4) the exact calculation by the dis-
torted-wave method (5); ∆ωI–II is the boundary between
domains I and II, and ∆ωC is the boundary between the sub-
barrier (right) and suprabarrier (left) transitions in the con-
stant-interaction approximation.

dP
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, 1
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Fig. 2. Transition probability density dPl/dω versus fre-
quency detuning ∆ω for the HeNe quasi-molecule at E =
220 cm–1 and l = 20. The notation is the same as in Fig. 1.
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lowing quasi-classical expression for the probability
density of optical transitions:

(7)

(8)

Here, Ai and Ai' are the Airy function and its deriva-
tive [16],

(9)

(10)

(11)

while A and B are purely imaginary and purely real
quantities, respectively. The derivatives with respect to
internuclear distance R are denoted by a prime in for-
mula (9). The symbols Si, f (R) were introduced to
denote the classical action functions that correspond to
the momenta ki, f (R) and are accumulated in the interval
from the turning points Ri, f to R. The characteristic
spectral distributions calculated using formulas (6)–
(11) for reactions (1) and (2) are shown in Figs. 1 and
2. Figure 1 also shows the exact result for the transition
probability with l = 0 obtained in the distorted-wave
approximation, i.e., the result of an exact calculation of
the integral (5) with the wave functions that are the
exact solutions to the Schrödinger equations.

Let us consider our results by drawing analogies,
where possible, with the Landau–Zener, Demkov, and
Nikitin [17] models widely used in the physics of
atomic collisions. It should be emphasized that a merit
of our approach is that it is not directly related to these
models and includes them as limiting cases in the weak-
coupling approximation. An additional advantage is the
possibility of analyzing the dependence of the spectra
on orbital angular momentum, which is generally also
outside the scope of the models mentioned above. Still,
the model approach is convenient for discussing the
results. Therefore, Figs. 1 and 2 also show the results of
our calculations in the constant-interaction approxima-
tion, V(R) = V(RC) ≡ VC, where the position of R± coin-
cides with the position of the Condon point RC, which
can be determined from the equation

(12)

Here, ∆ω is the detuning of the optical transition fre-
quency ω from the frequency of the forbidden atomic

dPJ

dω
--------- F+X+ F–X–+

2
2ImA–( ),exp=

X± B1/4Ai B–( ) iB 1/4– Ai' B–( ).±=

F± 21/2πµV0 R±( ) kik f ki' k f'–( ) R±( )[ ] –1/2
,=

2A iγ R+ R–+( ) S f R+( )+=

– S f R–( ) Si R+( ) Si R–( ),+–

4
3
---B3/2 iγ R+ R––( ) S f R+( )+=

+ S f R–( ) Si R+( )– Si R–( ),–

∆ω ∆U RC( ).=
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transition ω0 = 60.1 nm for He(1s2s, 1S) and 107.4 nm
for Ar(3p54s, 3P2),

(13)

and k0i, f are the momenta before and after collision. The
expression for the transition probability density in the
case of constant interaction is

(14)

, (15)

and it matches Miller’s formula [18], which was
proven, for example, in [19]. For a linear fit to the terms
near the point of intersection, the approximation under
consideration was analyzed in detail by Nikitin and
coworkers (see, e.g., [17]). In formula (14),

(16)

is the Landau probability [20] calculated in the semi-
classical approximation,

For comparison, Figs. 1 and 2 also show our calcu-
lation using formula (16). It may be called a calculation
of the probability density in the quasi-static approxima-
tion, because, after integration over the collision
parameters and averaging over the velocities, the prob-
ability (16) leads to the standard formula of the quasi-
static approximation [3].

Let us discuss the results of our calculations in terms
of the positions of the saddle points. As was shown in
[14], the existence of an imaginary part for the saddle
points R± and the choice of branches for the functions
of complex variable ki(R+) and kf (R+) determine four
distinct domains of parameters. In Fig. 3, the real parts
of the saddle points are plotted against ∆ω for the reac-
tion (2) (plots of the same type are shown for both reac-
tions only when the functional dependences for them
differ significantly). In domain I (see also Fig. 4), the
two complex-conjugate saddle points R± can be deter-
mined directly from Eqs. (6). Their contributions to the
probability density are of the same order, and interfer-
ence leads to an oscillatory behavior of the probability
in this domain. The probability density in this case can
be calculated using formulas (7)–(11). As the kinetic
energy of the atoms in the transition region decreases,
which is achieved by an increase in ∆ω and centrifugal
energy, the saddle points merge together (the so-called
fold-type catastrophe [21]), whereupon they become
real (in domains II–IV). The saddle points are close to
each other when the parameters are near the boundary
between domains I and II. This leads to a rainbow pat-

∆ω ω ω0–
k0i

2 k0 f
2–

2µ
-------------------,= =

dPJ

dω
--------- 2π

dPLZ

dω
------------B1/2Ai2 B–( ),=

2
3
---B3/2 S f RC( ) Si RC( )–=

dPLZ

dω
------------

4πµVC
2

kC∆F
-----------------=

∆F U f' Ui'–( ) RC( ), kC ki RC( ) k f RC( ).= = =
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tern in the behavior of the transition probability density
and allows the boundary between domains I and II,
∆ωI–II, specified by the condition R+ = R– = Rs, to be
treated as the boundary between the suprabarrier and
subbarrier transitions for an exponential interaction
between states. For constant interaction, the location of
this boundary ∆ωC(J) is specified by the condition RC =
Ri = Rf.

With a further increase in ∆ω, as one recedes from
domain I, the contribution from the point R– to the tran-
sition probability density becomes exponentially small

–200 –100 100 2000
∆ω, cm–1

Re(R), au
10

9

8

7

I

II

III
IV

III

R–

R+

30

20
10

0

Ri

RC
Rf

Fig. 3. Real parts of the saddle points Re(R+) and Re(R–)
versus frequency detuning ∆ω (solid curves). The calcula-
tion was performed for the ArHe quasi-molecule at E =
200 cm–1. The numbers alongside the curves give angular
momenta l. The dashed and dotted lines specify the posi-
tions of the Condon point RC and the turning points Ri and
Rf, respectively. The Roman numerals I–IV highlight the
domains of ∆ω according to the classification from [14].

40

30
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0
–200 –100 100 2000

∆ω, cm–1

I

II

III

IV

l

Fig. 4. The locations of domains I–IV in the (∆ω, l) plane
for E = 200 cm–1 for the ArHe quasi-molecule. The dashed
line indicates the boundary between the subbarrier and
suprabarrier transitions in the constant-interaction approxi-
mation (12); the dotted line indicates an approximate upper
boundary for the domain of angular momenta l of impor-
tance in calculating the cross section in the quasi-classical
approximation.
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against the background of the contribution from the
point R+ (which, in turn, also decreases exponentially).
As a result, the intensity monotonically decreases expo-
nentially with increasing ∆ω. In domains II–IV, the
positions of the saddle points, which are now real, are
specified by the corresponding analytic continuations
of Eq. (6) and the matrix element W is determined by
the analytic continuations of Eqs. (7)–(11). The
required formulas are given in [14]. Note the following
misprint in [14]: there must be a minus before the
action σf (R+) in formula (34). In general, the optical
transitions that form the spectral probability density
distribution near its high-frequency boundary ∆ω = E
may be said to occur when atoms move in the classi-
cally forbidden region (for the f channel) of internu-
clear distances. This causes an exponential decrease in
the probability as the high-frequency boundary is
approached.

Let us return to the discussion of domain I (∆ω <
∆ωI–II). As we see from Figs. 1 and 2, the uniform
approximation (7) is in good agreement with the exact
quantum-mechanical result in the entire frequency
range, while the constant-interaction approximation (14),
which fits the transition probabilities in the frequency
range adjacent to the upper boundary of the spectrum
with a small relative error, leads to a significant error at
lower frequencies. This error increases with decreasing
∆ω as the domain ∆ω ≤ 0 is approached; it is attribut-
able to the violation of the Franck–Condon principle. In
this case, according to (7) and (10), the oscillation
amplitude exponentially decreases with decreasing ∆ω.
For the frequency range adjacent to the upper boundary
of the spectrum ∆ω = E, the probability rapidly
decreases with increasing orbital angular momentum l,
which is attributable to the subbarrier nature of the

wave function  in the transition region. In contrast,
the classically permitted motion of atoms in the transi-

Ψ f
l

0.14

0.12

0.10

0.08

0.06

0.04

0.02

0
–50 0 50 100 150 200

∆ω, cm–1

dσ
/d

ω
, a

u

Fig. 5. The spectral density of the emission cross section for
the HeNe quasi-molecule at a collision energy of 220 cm–1.
The solid and dashed curves represent the close-coupling
approximation [22] and the uniform quasi-classical approx-
imation (7), (17), respectively.
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tion region is characteristic of low frequencies ∆ω ≤ 0.
In this case, the probability decreases with increasing l
due to a gradual displacement of the transition region
toward larger internuclear distances, where the radia-
tive width is smaller, more slowly. Thus, a larger num-
ber of partial waves are involved in the formation of the
low-frequency domain (Fig. 4). In the constant-interac-
tion approximation, the number of partial waves
required to calculate the cross sections increases to
infinity as ∆ω  0.

At first glance, the mechanism of the transitions that
form the domain ∆ω < 0 could be described, at least
qualitatively, by Demkov’s model based on parallel,
exponentially interacting terms. However, this is not
possible, because we consider transitions in the weak-
coupling limit; i.e., the strong-coupling region in which
∆ω ≈ V and which is responsible for the transitions in
Demkov’s model lies at much smaller internuclear dis-
tances than the actual transition region.

4. THE SPECTRAL DISTRIBUTIONS 
FOR THE RADIATIVE-TRANSITION 

CROSS SECTIONS

The spectral distributions for the emission or
absorption cross sections can be determined from the
spectral transition probability densities by the summa-
tion over partial waves. For the emission to a nondegen-
erate term, we have

(17)

where g is the statistical weight of the excited term.
Figure 5 shows the spectral distribution of the emis-

sion cross section for the HeNe quasi-molecule calcu-
lated both from formulas (7) and (17) and in the exact
quantum-mechanical approach [22, 23]. In the latter
case, the channel close-coupling method was used for
scattering in the potentials Ui and Uf + "ω. The results
of these calculations are in good agreement at all fre-
quencies, including ∆ω ≤ 0. It should be noted that the
change in the angular momentum of a system of collid-
ing atoms due to their interaction with the emitted pho-
ton taken into account in the quantum-mechanical the-
ory is completely described in terms of the dipole cou-
pling between states. For the |0+, 21S0〉  |0+, 11S0〉
emission under consideration, the matrix elements of
the l  l ± 1 transitions should be taken into account.
Good quantitative agreement between the quantum-
mechanical result and the quasi-classical result, for
which the change of l by one was disregarded, shows
that, for the spectrum summed over the angular
momentum (17), allowance for the change of l is unim-
portant for the collision energy under consideration.
Nevertheless, the change of l should be taken into
account when considering partial probabilities, which
leads to the characteristic decrease in oscillation ampli-

dσ
dω
------- g

π
k0i

2
------ 2l 1+( )dPl

dω
--------,

l 0=

∞

∑=
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tude in both quasi-classical and quantum-mechanical
calculations. Such a more rigorous treatment is needed
when analyzing low-temperature collisions.

Our calculations of the emission cross section for
the ArHe quasi-molecule (Fig. 6) show the influence of
collision energy on the quality of approximations (14)
and (16). As we see from the plots, the differences
between the approximations used that we pointed out
when analyzing the transition probabilities are also
retained for the cross sections. As the collision energy
decreases, an increasingly large part of the spectrum is
shifted to ∆ω < 0 and to the center of the forbidden line,
with the constant-interaction approximation becoming
increasingly inaccurate.

dσ
/d

ω
, 1
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Fig. 6. The spectral density of the emission cross section for
the ArHe quasi-molecule at collision energies (a) 1000,
(b) 200, and (c) 100 cm–1. The notation is the same as in Fig. 1.
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Note also that the uniform approximations allow us
to trace the oscillation remnants retained after the summa-
tion over partial waves; they are clearly seen in Fig. 6a.

5. CONCLUSION

We have been able to trace the formation dynamics
of optical quasi-molecular spectra forbidden in the
limit of separated atoms by using the uniform quasi-
classical approximation. The central point in the analyt-
ical description is analysis of the positions of the roots
for Eq. (6) that generalize the equation for the Condon
point (12) to the radiative width that exponentially
depends on distance.

The peak in the distribution is formed by transitions
with small values of l near the Condon point. The fre-
quency range near the upper boundary of the spectrum
is formed by optical transitions when atoms move in the
classically forbidden (for the f channel) region of inter-
nuclear distances. A significant number of partial
waves contribute to the domain ∆ω ≤ 0; optical transi-
tions occur with the violation of the Franck–Condon
principle.

The results of our calculations for the HeNe and
ArHe quasi-molecules, typical of the metastable states
for rare-gas and group-II atoms with an excited outer
nsnp shell, are in good agreement with the exact quan-
tum-mechanical calculations. A merit of the uniform
quasi-classical approach is that it does not use any stan-
dard models of atomic collisions with a distinctive dis-
tance dependence of the quasi-molecular terms and
explicitly includes the dependence on orbital angular
momentum. The latter circumstance is important,
because, even for intersecting terms, an increase in
orbital momentum qualitatively changes the pattern of
spectrum formation. For low l, such transitions can be
roughly described in terms of the model of a constant
radiative width near the Condon point. For high l, one
should use the model of almost parallel terms [14] with
one real saddle point located near the turning points.
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Abstract—Satellite lines caused by radiative transitions from the Rydberg autoionization states of a Li-like
Mg X ion in a plasma heated by radiation from a XeCl and a Nd laser are identified for the first time, and their
wavelengths are measured precisely. Comparison of the experimental data with the atomic structures calculated
by the method of relativistic perturbation theory shows that the accuracy of calculations of the energy of
autoionization states is rather high even without the use of any semiempirical corrections and is of the order of
0.06%. The experimentally measured wavelengths can be used for a semiempirical estimate of the value of the
leading order of perturbation theory among the orders that were neglected in calculations. It is shown that the
simulation of the population kinetics of Rydberg autoionization states of Li-like ions in a dense plasma should
take into account all possible channels of dielectronic capture, in particular, from the excited states of a He-like
ion. The precision experimental wavelengths obtained for satellites of the Heβ and Heγ lines of the Mg XI ion
make possible to use these satellites as reference lines in studies of complicated spectra of multielectron ions.
© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The radiative decay of autoionization levels of mul-
tiply charged ions results in emission of the so-called
dielectronic satellites of their resonance-series lines.
Such spectral transitions have been extensively studied
over the past thirty years in both astrophysical and lab-
oratory (mainly laser-produced) plasma (see, for exam-
ple, [1–7]). As a result, at present the satellites of the
resonance Lyα and Heα lines of H- and He-like ions are
investigated in great detail. They are caused by transi-
tions from the autoionization levels n1l1n2l2 and
1sn1l1n2l2 of two- and three-electron multiply charged
ions with principal quantum numbers n1 = n2 = 2. The
radiative decays of three-electron configurations with
n1 = 2 and n2 = 3, resulting in the appearance of satel-
lites of not only a resonance line itself but also of the
second term Heβ of the resonance series, have been
studied to a lesser degree, but also quite thoroughly
[8−13]. Transitions from highly excited (Rydberg)
autoionization states with n1 + n2 > 5 have not been ade-
1063-7761/02/9503- $22.00 © 20421
quately investigated so far. However, as shown in [14,
15], it is these transitions that may dominate in emis-
sion spectra of a superdense and not too hot plasma.
Such a situation can appear, for example, in a plasma
produced by high-contrast subpicosecond laser pulses
[16, 17] or in a plasma heated by short-wavelength laser
pulses [14, 15]. In these cases, information on Rydberg
satellites is very important for a correct identification of
emission spectra of the plasma and diagnostics of its
parameters.

The point is that the radiative decay of the
1sn1l1n2l2–1s2n2l2 Rydberg autoionization states results
in emission of two groups of satellite lines 1sn1l1n2l2–
1s2n2l2 and 1sn1l1n2l2–1s2n1l1. If we assume for definite-
ness that n1 < n2, then the first group of satellites will be
located close to the corresponding resonance transition,
i.e., on the wings of the 1sn1l1–1s2 lines, while the sec-
ond group (for not too large values of n1) can represent
an isolated group of spectral lines located well away
from the resonance 1sn2l2–1s2 transition. This means
002 MAIK “Nauka/Interperiodica”
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Rydberg satellites of the resonance series of the Mg XI ion (λ is the wavelength; A is the radiative transition probability; Γ is
the autoionization probability; Qd is the factor determining the intensity of a satellite line under coronal conditions)

Line number λexp, Å λthr, Å A, s–1 Γ, s–1 Qd , s–1 Transition

1 7.5013(6) 7.5023 3.53 × 1011 4.33 × 1012 1.94 × 1012 1s22p2P3/2–1sp(3P)6p2D5/2

7.5028 3.26 × 1011 2.20 × 1012 1.09 × 1012 1s22p2P1/2–1sp(3P)6p2D3/2

2 7.5432(6) 7.5408 2.35 × 1011 9.01 × 1010 4.09 × 1009 1s22p2P3/2–1s2p(1P)5p2P3/2

7.5412 2.21 × 1011 4.62 × 1012 2.48 × 1011 1s22p2P3/2–1s2p(1P)5p2D5/2

3 7.5468(5) 7.5458 7.88 × 1011 1.27 × 1012 9.16 × 1011 1s22s2S1/2–1s2s(3S)5p2P1/2

7.5458 7.87 × 1011 1.28 × 1012 1.84 × 1012 1s22s2S1/2–1s2s(3S)5p2P3/2

4 7.5610(10) 7.5587 8.86 × 1011 3.23 × 1011 1.75 × 1011 1s23d2D5/2–1s3d(1D)4p2F7/2

7.5588 8.06 × 1011 2.86 × 1011 1.01 × 1011 1s23d2D3/2–1s3d(1D)4p2F5/2

5 7.5630(6) 7.5606 8.17 × 1011 1.93 × 1010 3.15 × 1009 1s23s2S1/2–1s3s(3S)4p2P3/2

6 7.5660(7) 7.5642 6.58 × 1011 2.09 × 1007 1.10 × 1007 1s23d2D5/2–1s3p(1P)4d2D5/2

7.5644 1.38 × 1011 2.51 × 1012 1.08 × 1010 1s23p2P1/2–1s3d(1D)4s2D3/2

7.5651 1.68 × 1011 2.32 × 1012 1.96 × 1010 1s23p2P3/2–1s3d(1D)4s2D5/2

7.5674 5.66 × 1011 4.07 × 1009 9.75 × 1008 1s23p2P3/2–1s3s(1S)4d2D5/2

7 7.5760(8) 7.5741 2.17 × 1011 6.61 × 1011 1.08 × 1010 1s23d2D5/2–1s3p(1P)4s2P3/2

8 7.5778(8) 7.5773 2.44 × 1011 5.54 × 1011 1.10 × 1010 1s23p2P1/2–1s3s(3S)4d2D3/2

7.5780 2.65 × 1011 5.40 × 1011 1.76 × 1010 1s23p2P3/2–1s3s(3S)4d2D5/2

9 7.5840(5) 7.5802 4.76 × 1011 5.76 × 1012 2.62 × 1012 1s22p2P3/2–1s2p(3P)5p2D5/2

7.5803 1.42 × 1011 1.77 × 1012 7.77 × 1011 1s22p2P3/2–1s2p(3P)5f2F5/2

10 7.6390(7) 7.6344 3.30 × 1011 1.41 × 1013 1.13 × 1012 1s22s2S1/2–1s2s(1S)4p2P3/2

7.6353 3.97 × 1011 1.32 × 1013 6.53 × 1011 1s22s2S1/2–1s2s(1S)4p2P1/2

11 7.6450(6) 7.6423 2.49 × 1011 1.76 × 1012 6.04 × 1011 1s22s2S1/2–1s2p(3P)4s2P3/2

7.6439 1.98 × 1011 2.91 × 1012 3.20 × 1011 1s22s2S1/2–1s2p(3P)4s2P1/2

12 7.6915(7) 7.6882 2.25 × 1011 1.11 × 1013 3.23 × 1011 1s22p2P1/2–1s2p(1P)4p2D3/2

7.6896 5.46 × 1011 2.15 × 1011 2.24 × 1010 1s22p2P3/2–1s2p(1P)4p2P3/2

7.6904 3.80 × 1011 1.03 × 1013 7.79 × 1011 1s22p2P3/2–1s2p(1P)4p2D5/2

7.6906 1.12 × 1011 1.11 × 1013 1.61 × 1011 1s22p2P3/2–1s2p(1P)4p2D3/2

13 7.6978(5) 7.6962 1.46 × 1012 1.53 × 1012 1.39 × 1012 1s22s2S1/2–1s2s(3S)4p2P1/2

7.6962 1.46 × 1012 1.57 × 1012 2.82 × 1012 1s22s2S1/2–1s2s(3S)4p2P3/2

14 7.7242(9) 7.7215 1.24 × 1012 4.81 × 1012 1.69 × 1012 1s22p2P3/2–1s2p(3P)4p2S1/2

15 7.7304(5) 7.7279 1.31 × 1012 1.45 × 1013 7.13 × 1012 1s22p2P3/2–1s2p(3P)4p2D5/2

7.7296 3.95 × 1011 1.54 × 1013 1.41 × 1012 1s22p2P3/2–1s2p(3P)4p2D3/2

16 7.7350(6) 7.7329 1.84 × 1011 1.19 × 1011 9.72 × 1010 1s22p2P1/2–1s2p(3P)4p2P3/2

17 7.7379(7) 7.7346 9.74 × 1011 2.59 × 1010 3.14 × 1010 1s22p2P1/2–1s2p(3P)4p2P1/2

18 7.8746(7) 7.8780 7.76 × 1011 1.65 × 1010 7.54 × 1009 1s24f2F7/2–1s3d(1D)4d2G9/2

19 7.8759(7) 7.8784 7.10 × 1011 1.71 × 1010 5.09 × 1009 1s24f2F5/2–1s3d(1D)4d2G7/2

20 7.8850(8) 7.8875 1.76 × 1012 1.87 × 1012 2.97 × 1010 1s23d2D3/2–1s3p(3P)3d2F5/2

7.8877 1.89 × 1012 1.86 × 1012 4.22 × 1010 1s23d2D5/2–1s3p(3P)3d2F7/2

21 7.8972(6) 7.9008 3.08 × 1012 4.54 × 1010 3.23 × 1009 1s23d2D3/2–1s3p(1P)3d2P1/2

7.9012 2.63 × 1012 5.00 × 1010 6.07 × 1009 1s23d2D5/2–1s3p(1P)3d2P3/2

22 7.9002(6) 7.9051 4.18 × 1012 7.41 × 1008 1.04 × 1008 1s23d2D5/2–1s3p(1P)3d2D5/2

23 7.9010(6) 7.9053 3.98 × 1012 5.36 × 1008 4.78 × 1007 1s23d2D3/2–1s3p(1P)3d2D3/2

24 7.9103(5) 7.9157 4.54 × 1012 2.68 × 1011 2.45 × 1010 1s23s2S1/2–1s3s(1S)3p2P3/2

7.9161 4.45 × 1012 4.07 × 1011 1.95 × 1010 1s23s2S1/2–1s3s(1S)3p2P1/2

25 7.9113(6) 7.9177 4.34 × 1012 1.16 × 1008 3.51 × 1006 1s23p2P1/2–1s3p2(3P)2P1/2

7.9178 5.36 × 1012 9.61 × 1008 7.27 × 1007 1s23p2P3/2–1s3p2(3P)2P3/2
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Line number λexp, Å λthr, Å A, s–1 Γ, s–1 Qd , s–1 Transition

26 7.9158(5) 7.9211 3.16 × 1012 5.74 × 1011 7.68 × 1011 1s23d2D5/2–1s3p(1P)3d2F7/2

7.9216 2.87 × 1012 5.62 × 1011 4.89 × 1011 1s23d2D3/2–1s3p(1P)3d2F5/2

27 7.9350(8) 7.9410 1.19 × 1012 4.01 × 1012 1.00 × 1011 1s23d2P3/2–1s3s(3S)3d2D5/2

28 7.9934(5) 7.9964 1.99 × 1012 2.71 × 1010 5.64 × 1010 1s22s2S1/2–1s2s(1S)3p2P3/2

7.9973 2.00 × 1012 1.22 × 1011 1.35 × 1011 1s22s2S1/2–1s2s(1S)3p2P1/2

29 8.0320(6) 8.0350 1.73 × 1012 1.79 × 1012 5.44 × 1011 1s22p2P3/2–1s2p(1P)3p2P3/2

8.0361 8.86 × 1011 2.68 × 1008 2.24 × 1007 1s22p2P3/2–1s2p(1P)3p2P1/2

30 8.0341(5) 8.0368 3.07 × 1011 3.47 × 1013 1.26 × 1012 1s22p2P3/2–1s2p(1P)3p2D5/2

31 8.0504(5) 8.0522 1.53 × 1012 3.07 × 1012 8.27 × 1011 1s22p2P1/2–1s2p(3P)3p2S1/2

8.0548 2.88 × 1012 3.07 × 1012 1.56 × 1012 1s22p2P3/2–1s2p(3P)3p2S1/2

32 8.0544(7) 8.0561 2.61 × 1012 9.54 × 1011 1.14 × 1012 1s22s2S1/2–1s2s(3S)3p2P1/2

8.0562 2.61 × 1012 1.01 × 1012 2.37 × 1012 1s22s2S1/2–1s2s(3S)3p2P3/2

33 8.0670(5) 8.0679 8.02 × 1011 1.46 × 1013 2.78 × 1012 1s22p2P1/2–1s2s(1S)3d2D3/2

8.0694 2.26 × 1012 2.31 × 1013 1.22 × 1013 1s22p2P3/2–1s2p(3P)3p2D5/2

34 8.0711(7) 8.0715 2.62 × 1012 9.88 × 1012 5.64 × 1012 1s22p2P1/2–1s2p(3P)3p2D3/2

8.0721 1.86 × 1012 3.30 × 1012 3.28 × 1012 1s22p2P3/2–1s2s(1S)3d2D5/2

7.0740 5.82 × 1011 9.88 × 1012 1.26 × 1012 1s22p2P3/2–1s2p(3P)3p2D3/2

35 8.0909(10) 8.0954 4.97 × 1011 1.48 × 1010 7.50 × 1009 1s22p2P1/2–1s2p(3P)3p2P3/2

8.0956 1.76 × 1012 3.79 × 1009 3.48 × 1009 1s22p2P1/2–1s2p(3P)3p2P1/2

36 8.0924(6) 8.0980 1.92 × 1012 1.48 × 1010 2.90 × 1010 1s22p2P3/2–1s2p(3P)3p2P3/2

37 8.1259(6) 8.1301 2.45 × 1011 5.08 × 1012 1.24 × 1012 1s22p2P3/2–1s2s(3S)3d2D5/2
that the contribution of the first satellite group to the
intensity of resonance lines and their shape should be
taken into account in the X-ray spectral plasma diag-
nostics (where resonance lines are studied, as a rule).
On the other hand, the isolated second satellite group
provides additional diagnostic possibilities, the more so
as the optical thickness of the plasma for such transi-
tions will be much smaller than for resonance lines
themselves or satellites with small quantum numbers n1

and n2.

Therefore, the study of Rydberg states is an urgent
problem of the development of methods for diagnostics
of dense high-temperature plasmas. In addition, such
studies yield experimental information for comparison
with calculations of highly excited autoionization con-
figurations (including configurations corresponding to
the so-called hollow ions) performed by various meth-
ods by modern atomic theory. The first step in such
studies should be the identification of Rydberg satel-
lites in experimental spectra, precision measurements
of their wavelengths, and comparison of the experimen-
tal data with atomic and kinetic calculations. In this
paper, we solved this problem for Rydberg satellites
caused by transitions from the autoionization 1sn1l1n2l2

levels of the Li-like Mg X ion.
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
2. EXPERIMENTAL SETUPS 
AND CALCULATION METHODS

We used two laser setups in our experiments.

In the first setup (Hercules, Fraskatti, Italy) [14, 15],
a plasma was produced by a 0.308-µm XeCl excimer
laser with an active volume of 9 × 4 × 100 cm3. The
energy of a 12-ns laser pulse was 1.0–1.5 J, and the
pulse repetition rate was 0.5 Hz. Laser radiation was
focused on a solid target to a spot of diameter 50–70 µm,
providing the power density qlas on the target of about
(1–4) × 1012 W/cm2.

The second series of experiments was performed at
Tor Vergata University of Rome, Italy [18]. A plasma
was heated by a Quantel Nd laser emitting 20-J, 12- to
15-ns pulses. The laser setup consisted of two Nd:YAG
amplifiers and two Nd:glass amplifiers. The pulse rep-
etition rate was 1/60 Hz to minimize the thermal lens
effect. A Faraday cell with an aperture of 1 inch was
placed behind the second amplifier to block radiation
reflected by the plasma. Laser radiation was focused
with a two-component objective with a focal length of
20 cm. The laser beam diameter in the focal plane was
~200 µm. The pulse energy was 4 J, corresponding to
the power density on the target equal to 7 × 1011 W/cm2.

Soft X-rays emitted by the plasma were detected
with two spectrographs with spherically bent quartz
SICS      Vol. 95      No. 3      2002
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Fig. 1. (a) Emission spectrum (in the 7.80–8.15 Å region) of the magnesium plasma heated by a pulse from the XeCl excimer laser
and (b) the corresponding densitogram.
and mica crystals, the radii of spherical surfaces being
150 and 100 mm, respectively. The crystals, plasma,
and a photographic film were arranged in the FSPR-1M
mounting [19–22]. The X-ray spectra were detected
simultaneously with a high spectral resolution (λ/∆λ ≈
3000–10 000) and a high spatial resolution (∆x ≈ 20 µm)
along the laser-plasma expansion direction. Because
each spectrograph covered a spectral range of 0.3–0.7 Å,
the entire spectral range under study from 7.1 to 8.3 Å
was covered by using several spectrographs simulta-
neously. The dispersion curve of the spectrographs was
measured by the position of the resonance doublet of
the H-like Mg XI ion and the resonance series of the
He-like Mg XII ion (see table), which served as refer-
ence lines. The wavelengths of the reference lines [23]
are know with an accuracy of 0.1 mÅ. This value is
much smaller than the total accuracy of measurements,
which amounts to 0.3–1.5 mÅ and is determined by
such factors as the width of the reflection curve of the
crystal, the grain size of the X-ray film, the width and
shape of X-ray lines, their intensity, overlap, and posi-
tion relative to the reference lines.

Mg foils of thickness 90 µm were used as targets.

Atomic structures were calculated with the help of
the relativistic perturbation theory taking into account
JOURNAL OF EXPERIMENTAL 
the main quantum-electrodynamic corrections using
the MZ code described in papers [24–28].

The theoretical emission spectra of the plasma were
plotted using the MARIA kinetics code [29]. The sys-
tem of stationary kinetic equations was solved for the
ground states of magnesium ions of all multiplicities
and the excited states nl (n = 2–7) of the Mg XII ion,
1snl (n = 2–7) of the Mg XI ion, and 1s2nl and 1snln'l
(n = 2–7, n' = 2–4) of the Mg X ion, taking into account
all possible transitions caused by the electron-impact
excitation and relaxation, collision ionization, three-
body and radiative recombination, autoionization,
dielectronic capture, and radiative decay. The self-
absorption effect was considered in the Biberman–Hol-
stein escape factor approximation. The spectra were
constructed assuming Gaussian profiles of the spectral
lines of the same width.

3. RESULTS

First of all, we studied the 7.8–8.15 Å spectral range
containing the Heβ1 (1s3p1P1–1s21S0) and Heβ2

(1s3p3P1–1s21S0) spectral lines and satellites caused by
transitions from the 1s2l3l' levels (Fig. 1). Such satel-
lites were identified earlier in the emission spectra of
many ions [6–11]; however, the precision measure-
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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ments of their wavelengths were performed only for Si
[11] and Ar [10] ions. The high spectral resolution of
our experiments allowed us to measure the wavelengths
of the 1s2l3l' satellites in the spectrum of the Mg ion
with accuracy permitting the use of these lines as refer-
ence lines. In addition, we managed to resolve for the
first time the closely spaced spectral transitions. Our
experimental data are presented in the table (lines 28–
37), where the results of our calculations are also
reported. One can see from the table that the MZ calcu-
lations reproduce the experimental wavelengths with a
relative error no worse than 0.06%.

In the region between 7.8 and 7.95 Å (Fig. 1),
another group of spectral lines is located. These lines
are rather intense only within a very narrow spatial
region of size about 50 µm (in the direction perpendic-
ular to the target surface); i.e., the lines are emitted only
from the densest plasma region. Because of this, upon
detection of the spectra without a spatial resolution or
with the resolution exceeding 100 µm, which is typical
of slit spectrographs used earlier, the signal-to-noise
ratio for this group of lines reduces down to a value that
is inadequate for quantitative measurements.

Our calculations showed that this group of lines can
be assigned to transitions from the 1s3l3l' levels of the
Li-like Mg X ion. Figure 2a shows the experimental
emission spectrum of the plasma produced by a Nd
laser, and Fig. 2b presents the emission spectra calcu-
lated for the plasma with the electron density Ne =
1021 cm–3, the electron temperature Te = 140 eV, and
size of 500 µm (the plasma size affects the efficiency of
self-absorption of spectral lines). Two variants of calcu-
lations correspond to the consideration (spectrum 2)
and neglect (curve 1) of radiative transitions from the
1s3l4l' levels. Comparison of these spectra shows that,
while the 1s3l3l'–1s23l' transitions produce a well-
resolved satellite structure, the 1s3l4l'–1s24l' transitions
are mainly responsible for the deformation of the pro-
file of the Heβ line, increasing the intensity of its long-
wavelength wing. The assignment of these transitions is
presented in the table (lines 18–27).

Note that the intensity of the 1s3l3l'–1s23l' satellites
can be comparable with that of the 1s2l3l'–1s22l satel-
lites only in a high-density plasma. Indeed, the popula-
tion of autoionization levels in a low-density plasma is
described by the coronal model, and the intensity of sat-
ellites is proportional to the factors

presented in the table. Here, gu and gl are the statistical
weights of the initial and final levels of the u  l radi-
ative transition, Aul is the transition probability, Γu is the

autoionization probability, and  is taken over all
possible autoionization channels of the u level. One can

Qd

gu

gl

-----
AulΓu

Aul

l

∑ Γu∑+
----------------------------------=

Γu∑
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see from the table that the values of Qd for the 1s2l3l'–
1s22l satellites substantially (by two to three orders of
magnitude) exceed Qd for the 1s2l3l'–1s23l transitions.
In the opposite case of local thermodynamic equilib-
rium, the line intensities are proportional to guAul.
Unlike the factors Qd, the products guAul and, hence, the
line intensities in the case of local thermodynamic equi-
librium prove to be of the same order for both types of
satellite lines. As follows from our calculations, the
populations of autoionization levels for the Mg X ion at
the electron density Ne ≥ 1021 cm–3 already greatly dif-
fer from the coronal population (although the local
thermodynamic equilibrium is not yet achieved), which
allows the observation of these lines emitted from the
regions of the laser plasma of critical density.

In the spectral range from 7.4 to 7.8 Å, we observed
satellite transitions caused by the radiative decay of
even higher excited autoionization states. Figure 3a
shows the emission spectrum of the magnesium plasma
heated by the Nd laser, and Fig. 3b presents the emis-
sion spectrum calculated using the plasma parameters
specified above.

10

0
7.85

λ, Å

20

7.80 7.90 7.95

(b)

1 2

10

0

20

(a)Heβ

In
te

ns
ity

, a
rb

. u
ni

ts

Fig. 2. (a) Emission spectrum (in the 7.80–7.95 Å region) of
the magnesium plasma heated by a pulse from the Nd laser
and (b) emission spectra calculated neglecting (curve 1) and
taking into account (curve 2) the 1s3l4l' levels.
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One can clearly see from Fig. 3 that the 1s2l4l'–1s22l
transitions are the strongest in this spectral range. The
lines corresponding to these transitions are the satellites
of the Heγ line. By comparing the model and experi-
mental spectra observed upon heating the plasma by the
XeCl and Nd lasers, we identified eight spectral lines cor-
responding to the transitions of this type and measured
their wavelengths with an accuracy of 0.5–0.9 mÅ. The
results are presented in the table (lines 9–17).

The less intense satellite transitions caused by the
radiative decay of the autoionization levels 1s2l5l' and
1s2l6l' lie in the same spectral range. They are in fact
satellites of the Heδ and Heε lines, but because their
shift relative to the corresponding resonance transitions
1s5p–1s2 and 1s6p–1s2 exceeds the separation between
the Heγ and Heδ, ε lines, they are located to the right of
the Heγ line (Fig. 3). The 1s2l5l' configuration is repre-
sented in the emission spectrum by two groups of lines,
one of which exhibits a fine structure (lines 2, 3, and 9
in the table), whereas transitions from the 1s2l6l' states
produce one rather broad line (line 1).

Figure 3 also shows the group of lines located
between two groups of the 1s2l5l'–1s22l transitions.
Our calculations showed that these lines are related to
the 1s3l4l'–1s23l transitions. Figure 4 presents the emis-
sion spectra calculated taking these transitions into
account (spectrum c) and neglecting them (spectrum d).
Also, the emission spectra of the plasma produced by
the XeCl laser (spectrum a) and by the Nd laser (spec-

1s2l6l'
1s2l4l'

1s3l4l'

(a)

1s2l5l'

(b)

7.4 7.5 7.6 7.7 7.8
λ, Å

Heγ

Fig. 3. (a) Emission spectrum (in the 7.40–7.80 Å region) of
the magnesium plasma heated by a pulse from the Nd laser
and (b) the calculated emission spectrum.
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trum b) are shown. Our calculations showed that the
1s3lnl' states in a plasma with density Ne ≥ 1021 cm–3 are
mainly populated due to the dielectronic capture to the
excited 1s2l levels of the He-like ion, i.e., due to the
1s2l + e  1s3lnl' process (see also [12]). Therefore,
the intensity of the 1s3l4l'–1s23l transitions can be suf-
ficient for their observation only in a dense plasma. By
using wide-aperture, high-resolution X-ray spectro-
graphs and a dense plasma as an emission source, we
have managed for the first time to identify these spec-
tral lines and measured their wavelengths (see lines 4–
8 in the table).

4. CONCLUSIONS

We have identified for the first time the satellite lines
caused by radiative transitions from the Rydberg
autoionization states of the Li-like Mg X ion and per-
formed precision measurements of their wavelengths.

The comparison of our experimental data with the
calculation of atomic structures by the method of rela-
tivistic perturbation theory has shown that the accuracy
of calculations of the energy of autoionization states is
very high, being of the order of 0.06%, even without the
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1s
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5l
'

1s3l4l'

1s
2l

5l
'
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2l

6l
'

Heγ

(a)

(b)

(c)

(d)

λ, Å

Fig. 4. (a) Emission spectrum (in the 7.45–7.60 Å region) of
the magnesium plasma heated by pulses from (a) the XeCl
and (b) Nd lasers and emission spectra calculated
(c) neglecting and (d) taking into account the 1s3l4l' levels. 
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002



SPECTRAL TRANSITIONS FROM THE RYDBERG AUTOIONIZATION STATES 427
use of any semiempirical corrections. The wavelengths
measured in the paper can be used for a semiempirical
estimate of the value of the leading order of perturba-
tion theory among the orders that were neglected in cal-
culations. These wavelengths, together with earlier
wavelength measurements performed for the Si XII ion,
can permit the estimate of the value of main corrections
both in the expansion of the nonrelativistic part of the
energy in powers of the parameter 1/Z and in the expan-
sion of the relativistic part of the energy in powers of
αZ. This, in turn, makes it possible to perform much
more accurate calculations of the energy diagram of
autoionization levels for other Li-like ions with nuclear
charges from 10 to 20.

Comparison of the experimental intensities of Ryd-
berg satellites with kinetic calculations shows that the
simulation of the population kinetics of the Rydberg
autoionization levels of Li-like ions in a dense plasma
should take into account all possible channels of dielec-
tronic capture. This is necessary because the energy of
the 1snln'l' states with two sufficiently strongly excited
electrons with n, n' > 2 can exceed the energy of singly
excited 1s(n – 1)l states of the He-like ion. As a result,
the additional 1snln'l'  1s(n – 1)l + e autoionization
channel appears, as well as the corresponding channel
of dielectronic capture. Under coronal conditions (in a
low-density plasma), the populations of excited levels
of the He-like ion are low, and this channel of dielec-
tronic capture in fact makes no contribution to the pop-
ulation of satellite states. However, as follows from our
calculations, this channel can be quite efficient for ions
with Z ~ 10 in a plasma with Ne ~ 1021 cm–3.

One can see from the above figures that the calcu-
lated spectra of Rydberg satellites adequately describe
their experimental spectra. This means that such satel-
lites, as usual satellites of the Heα line, can be employed
for diagnostics of a high-temperature plasma. Since
their sensitivity to the electron temperature of the
plasma is almost the same as that for usual satellites,
their employment can be preferable in some cases
because the question about the optical thickness of the
plasma both for satellites and for the Heβ and Heγ reso-
nance lines can be avoided. Note that the X-ray spectral
diagnostics of a plasma by the shape of resonance-
series lines of the He-like ions should take into account
the contribution from Rydberg satellites to the intensity
of the long-wavelength wings of these lines.

Another possible channel of dielectronic capture
(which, however, does not lead to the appearance of sat-
ellites) is the condensation of highly excited Rydberg
atoms described by Manykin et al. [30].

Note also that the precision experimental wave-
lengths of satellites of the Heβ and Heγ lines of the
Mg XI ion measured in the paper allow one to employ
these satellites (at least, the most intense of them) as
reference lines in studies of the complicated spectra of
multielectron ions. For example, such reference lines
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
will be quite useful is studies of transitions in Ne-like
copper and zinc ions.
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Abstract—Spontaneous excitation of a dust-particle density wave is observed in a dust cloud levitating in the
region of the diffused edge of an rf inductive low-pressure gas-discharge plasma. The main physical parameters
of this wave and of the background plasma are measured. The analytic model proposed for the observed phe-
nomenon is based on the theory of dust sound and successfully correlates with experimental data in a wide
range of experimental conditions. The effect of variable charge of dust particles on the evolution of the observed
dust-plasma instability is studied analytically. It is shown that the necessary condition for the development of
the dust–acoustic instability is the presence of a dc electric field in the dust cloud region. © 2002 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The instability of the dust component, which is
manifested in spontaneous buildup of random or orga-
nized motion of an ensemble of dust particles, is a gen-
eral and fundamental property of a dust plasma like
“classical” plasma instabilities in a particle-free
plasma. A wide spectrum of dust-plasma instabilities
has been observed in laboratory dust plasmas. This
spectrum includes

(i) buildup (heating) of the random motion (temper-
ature) of dust particles in a plasma of dc glow dis-
charges [1, 2] and of a capacitive rf discharge [3–5];

(ii) oscillations of dust particles in the double elec-
tric layer near an electrode [6];

(iii) rotation of a “needle” in the plasma of an rf
capacitive discharge [7];

(iv) instability manifested under microgravitation
conditions and known as “heart beats” [8];

(v) dust vortices in a dc glow-discharge plasma [9],
nuclear-excited plasma [10], and in the plasma of an rf
capacitive discharge under microgravitation condition
[8, 11];

(vi) dust–acoustic instability in 3D dust clouds in dc
glow-discharge plasmas [12–17].

A distinguishing feature of such instabilities is an
extremely long characteristic time of their evolution
(up to several seconds) and the existence of a funda-
mentally new parameter determining the development
of instability (variable charge of dust plasma) in most
cases [18, 19].

On the one hand, various dust-plasma instabilities
reflect the dynamics of collective processes in a com-
plex plasma, which is of fundamental scientific impor-
1063-7761/02/9503- $22.00 © 20429
tance. On the other hand, macroscopic parameters of
dust instabilities are associated with microscopic
parameters of the plasma and, hence, can be used for its
diagnostics. In addition, dust-plasma instabilities have
become a frequent and undesirable factor like “classi-
cal” plasma instabilities. In particular, dust-plasma
instabilities destroy the ordering of dust structures
(especially 3D structures), thus creating considerable
difficulties in the study of dust crystals. All this neces-
sitates theoretical and experimental investigations of
various forms of dust-plasma instabilities. A systematic
study of dust-plasma instabilities is still at the initial
stage and entails considerable difficulties in the inter-
pretation of many aspects of this phenomenon [4].

Among the above-mentioned types of dust instabil-
ities, dust-acoustic instability (DAI) has been studied
most comprehensively [12–17]. This instability is man-
ifested in the form of self-excitation of wavelike oscil-
lations of volume concentration of dust particles in a
laboratory dust plasma. It is interesting to note that the
development of DAI was observed only in 3D dust
clouds. The first such observations were apparently
made in [20] in the plasma of an rf capacitive discharge
and were interpreted in [21] as a dust–acoustic wave.
Later, spontaneous formation of traveling waves of dust
particle density was observed in [12] in the anode col-
umn of a Q machine. In this experiment, the chamber
was filled with nitrogen under a pressure of 60–80 mtorr.
Particles of AlSiO having a size of 1–15 µm were also
supplied to the discharge. The observed length of the
dust wave was 6 mm, its phase velocity was 9 cm/s, and
the frequency was approximately 15 Hz. The axial elec-
tric current in the region of the dust cloud was estimated
at approximately 1 V/cm. The observed wave propa-
gated along the horizontal from the anode to the cath-
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Diagram of the experimental setup for observing dust–acoustic instability in the plasma of an inductive gas discharge. Notation:
MD is a matching device, ST + CT stands for a combination of a spherical and cylindrical telescope, and LK denotes a laser knife.
ode. The parameters of this wave (the frequency and the
magnitude of the wave vector) were successfully
described by the dispersion relation for a dust–acoustic
wave, which led the authors to the conclusion that the
observed phenomenon is a dust–acoustic wave. How-
ever, the lack of exact information on the size of dust
particles (taken at 5 µm) and their charge (assumed to
be equal to 40 000e–) implies that such estimates should
be made with certain care. As regards the DAI buildup
mechanism, the authors of [12], referring to the theoret-
ical publication [22], conclude that this buildup is due
to the ion flow through the region of dust cloud.

In [14], DAI was observed in the strata of a dc glow
discharge, while the same authors propose in [16] a new
mechanism of its buildup in addition to the old mecha-
nism described in [1], which can be presented as the
result of variation of the macroparticle charge in the
presence of an external electric field. However, the
main parameters of the background plasma were not
measured in [16]. These data were borrowed from pub-
lications by other authors. In addition, the variation of
experimental parameters required for a comparison of
experimental and theoretical functional dependences
was not carried out.

In a recent publication [17], a detailed analysis of
the spatial distribution of DAI wave parameters over
the inhomogeneous space of a stratum was carried out,
but the mechanism of DAI buildup was not investi-
gated. In addition, polydisperse iron particles were
JOURNAL OF EXPERIMENTAL 
used in these experiments, and the question concerning
one of the main parameters of dust plasmas, viz., the
size of particles in the cloud, remained unanswered.

This work is devoted to the experimental investiga-
tion and numerical simulation of the dust–acoustic
instability in the plasma of an rf inductive low-pressure
gas discharge. The employment of the diffusive edge of
an rf inductive discharge for this purpose has the advan-
tage that smoother spatial gradients of the main param-
eters of the background plasma (such as the electron
concentration and temperature) in the macroparticle
suspension region as compared to the stratum region of
a dc glow discharge are formed. This circumstance, as
well as the probe diagnostics of the background plasma
parameters, the use of particles with a calibrated size,
numerical calculation of the charge of dust particles
taking into account the effect of collision processes in
the Debye sphere around a dust particle on the charge
of this particle [23, 24], and a wide variation of experi-
mental conditions, enabled us to draw the conclusion
about the adequacy of the proposed analytic model of
the observed dust-plasma instability.

2. EXPERIMENTAL TECHNIQUE 
AND METHODS OF DIAGNOSTICS

2.1. Experimental Setup
The diagram of the experimental setup intended for

studying the dust–acoustic instability in inductively
coupled dust plasma is presented in Fig. 1. An rf induc-
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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Fig. 2. Video images of dust–acoustic waves in the lower part of the dust cloud under a buffer gas (neon) pressure of (a) 15 and
(b) 50 Pa.
tive discharge was excited in a 65-cm-long vertical
cylindrical glass tube of diameter 3 cm with the help of
a two-turn ring inductor in a buffer gas (neon). The tube
was supplied with lower and upper ports for introduc-
tion and removal of the working gas, which allowed us
to carry out DAI investigations in the stationary gas as
well as in the gas flow and provided an additional
opportunity to modify the gas cloud. In addition, a
slight pumping of the working gas was required for pro-
longed probe measurements in order to maintain the
constant chemical composition of the plasma medium.
The frequency of the voltage supplied to the inductor
was 100 MHz, and the power introduced to the dis-
charge was about one watt. The voltage across the
inductor was controlled with the help of a high-resis-
tance voltage divider. The inductive discharge was a
glow cloud in the form of an ellipsoid of revolution.
The length of this formation during the experiment was
equal to approximately 12 cm, but it could be varied
over a wide range by changing the rf power supplied to
the discharge. The pressure of the buffer gas (neon) var-
ied from 1 to 120 Pa. The dust cloud was created in the
discharge by shaking the container filled with monodis-
perse particles of melamine formaldehyde of diameter
1.87 ± 0.04 µm, prepared at Microparticles GmbH. The
particles were sieved through the bottom of the con-
tainer with holes, fell down, and were suspended in an
electrostatic trap at the lower part of the inductive dis-
charge. Such a trap is formed due to the combination of
the fields of ambipolar diffusion and of the charged sur-
face of the discharge tube [24]. The characteristic size
of the dust cloud was 5 × 8 mm2. As soon as the number
of particles falling into the cloud exceeded approxi-
mately 500, dust–acoustic instability in the form of
macroparticle density waves was spontaneously self-
excited in the cloud as a rule. The density of dust parti-
cles in the cloud increased with the total number of sus-
pended dust particles. It was found that the observed
DAI emerges spontaneously under buffer gas pressures
from 10 to 60 Pa, the length of the observed waves and
their phase velocity depending considerably on the
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
buffer gas (neon) pressure. The waves were generated
in the upper part of the dust cloud and propagated
downwards with rapidly increasing amplitude. The
uppermost part of the dust cloud remained unperturbed.
Under pressures lower than 10 Pa, the random motion
of particles started dominating over the wave motion,
and no waves were observed. Under pressures exceed-
ing 60 Pa, self-oscillations were suppressed by the high
viscosity of the buffer gas. We carried out our experi-
ments at the following pressures of the plasma-forming
neon: 10, 15, 20, 30, and 50 Pa. Figure 2 illustrates the
typical shape of the density waves of dust particles
under the neon pressures of 15 and 50 Pa.

2.2. Video Recording and Processing of Video Images

The dynamics of the behavior of monodisperse par-
ticles suspended in the dust trap was monitored by illu-
minating them with a “laser knife” oriented in the ver-
tical plane. The laser knife was formed from an argon
laser beam (with a wavelength of 488 and 511.4 nm and
a power of 1 W) with the help of a combination of two
telescopes: a spherical telescope (×10) and a cylindrical
telescope (×1.5). The cross-sectional area of the laser
knife in the waist region was 15 × 0.3 mm2 and varied
insignificantly (by 20%) within the dust cloud width.
The image of the dust cloud was recorded with the help
of a high-speed video camera (Redlake 500) with a spa-
tial resolution of 120 × 120 pixels, which ensured video
recording with a frequency up to 500 frames per sec-
ond. The buffer RAM of the video camera made it pos-
sible to carry out continuous video recording for 4 s at
the maximum recording speed, after which the obtained
video information was rerecorded on a videotape
recorder. An analog video signal from the videotape
recorder was converted into digital information with
the help of a computer video plate and then transformed
into a sequence of digital black-and-white images hav-
ing a size of 540 × 540 pixels and a brightness depth of
8 bits. Each such image corresponded to a frame of the
high-speed video camera and had the form of a 2D
array of pixel intensities I(i, k), where i, k = 1, …, 540
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Fig. 3. (a) Video image of a dust–acoustic self-excited wave under a buffer gas pressure of 50 Pa. (b) Relative variation of the video
image brightness (proportional to nd(x)) along the vertical x axis in the region between two dashed lines, normalized to the image
brightness in the upper part of the unperturbed region of the dust cloud in two consecutive video frames.
are the indices corresponding to the number of a pixel
in the horizontal and vertical directions of the CCD
matrix, respectively. The obtained digital arrays were
processed with the help of standard or specially
recorded computer codes. These data were used for
determining the countable concentration nd of dust par-
ticles in the upper unperturbed part of the cloud and the
distribution of the relative concentration nd(x) of dust
particles in the field of a frame along the x axis of the
tube. In order to determine nd(x), the field of a video
frame was divided into discretization elements. Since
the observed dust waves were virtually planar, the dis-
cretization elements of the video frame field were cho-
sen in the form of horizontal rectangles having a size of
300 × 6 pixels. The relative concentration of dust parti-
cles in the field of a discretization element was assumed
to be proportional to the sum of intensities of all pixels
within this element minus the background intensity.
The inhomogeneity of the laser knife was compensated
by corresponding normalization. The background
intensity was determined from video frames recorded
before the introduction of particles. The sensitivity of
the CCD camera was chosen so as to avoid saturation
effects in the pixel brightness depth. By varying the size
of the discretization element, we attained a compromise
between the spatial resolution of the nd(x) distribution

and the statistical noise intensity nd/ , where Nd is
the number of dust particles in a discretization cell. The
measured nd(x) distribution was used to determine the
wave vector kd of the wave (having wavelength λd) and
to estimate the increment in the oscillation amplitude
γd. The phase velocity v d of the wave was determined
from a comparison of the values of nd(x) for two con-

Nd
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secutive frames. Figure 3a shows a video frame of the
dust cloud, in which two vertical lines mark the region
of the digital processing of the video field, while Fig. 3b
presents the distribution nd(x)/nd0 along the wave vec-
tor. The table contains the complete set of experimental
data on v d, λd, ωd, and kd, obtained under different pres-
sures of the plasma-forming gas. These data correspond
to the region of the dust cloud in which the amplitude
of oscillations had the minimal value, which allowed us
to interpret the experimental data by comparing them
with the predictions of the theory of linear dust–acous-
tic waves [16, 26–30]. Unfortunately, the increment of
increase in γd was determined by us quite approxi-
mately due to a strong statistical noise in the region of
small-amplitude waves.

2.3. Probe Measurements

In order to obtain a quantitative description of the
physics of DAI development, we need information on
electrophysical parameters of the neon background
plasma, such as the electron concentration ne and tem-
perature Te, and electric field strength E in the region of
suspension of dust particles. These parameters were
measured by using a solitary Langmuir probe in the
entire region of the inductive discharge. The measure-
ments were made with the help of a movable 3-mm
long cylindrical probe of diameter 0.05 mm in the form
of a molybdenum wire placed in a thin glass tube of
diameter 1 mm drawn to a narrow tip, terminating in the
glass-covered part of the probe having a diameter of
0.3 mm. The displacement system made it possible to
move the probe with the help of permanent magnets in
two coordinates: along the axis x of the tube and along
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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Measured and calculated parameters of dust plasma and dust–acoustic instability waves in seven experiments

No. of experiment 1(*) 2 3(*) 4 5 6 7 Error

Background plasma parameters
p, Pa 10 15 20 20 30 50 50 ±2
η, s–1 37 56 74 74 110 185 185 ±10%
ne, cm–3 2 × 108 2 × 108 3 × 108 3 × 108 3 × 108 4 × 108 4 × 108 ±40%
Te, eV 4.2 4.1 4.0 4.0 3.7 3.5 3.5 ±1 eV
ni = ne + Zdnd , cm–3 2.8 × 108 5 × 108 3.3 × 108 5 × 108 4.7 × 108 6.6 × 108 5.7 × 108 ±50%

, K 1030 680 515 515 340 300 300 ±25%

rD , mm 0.132 0.081 0.086 0.086 0.059 0.047 0.050 ±30%
Parameters of dust component

nd × 10–4, cm–3 2.4 10 1.5 7 7 12 7 ±30%
Zd 3400 3000 2900 2900 2360 2160 2160 –

Parameters of dust wave
vDAI , cm/s 8.3 ± 1 5.8 ± 2.3 4.8 ± 0.5 4.8 ± 1.6 4.2 ± 1.4 2.9 ± 0.3 2.3 ± 0.3
λDAI , mm 5.2 ± 0.7 1.26 ± 0.5 3.0 ± 0.3 1.05 ± 0.35 0.95 ± 0.3 0.65 ± 0.07 0.67 ± 0.07
ωDAI = 2πv, s–1 100 ± 16 290 ± 30 100 ± 30 290 ± 40 280 ± 40 285 ± 10 220 ± 40
kDAI , cm–1 12 ± 1.5 50 ± 20 21 ± 2 60 ± 20 66 ± 20 97 ± 10 97 ± 10
γDAI , cm–1 – >10 >10 >10 >10 6 ± 4 5 ± 4
ωmax, χ = 0, s–1 170 300 130 285 225 225 150 –
ωmax, χ = 0.3, s–1 250 470 155 375 270 275 195 –
γmax, χ = 0, cm–1 16.5 26 11 30 29 18 8.5 –
γmax, χ = 0.3, cm–1 24 38 19.5 46 47 33 18 –
ωpd, s–1 397 715 219 578 470 564 431 ±30%
Note: The following notation is used in the table: p is the pressure of plasma-forming neon; η is the viscosity of dust particles in neon;
ne and Te are the electron concentration and temperature, respectively, in the region of dust waves; ni and Ti are the ion concentration and
effective temperature; rD is the Debye radius; nd and Zd are the concentration and charge of dust particles; vDAI , λDAI , ωDAI , and kDAI are
the measured phase velocity, wavelength, cyclic frequency, and wave number of the DAI wave; ωmax is the calculated DAI frequency for
which γDAI(ω) = max for χ = 0 and 0.33 (Eq. (19)); γDAI is the measured value of the increment of the increase in the DAI wave amplitude;
γmax is the calculated value of the increment of the increase in the DAI wave amplitude; and (*) indicates low concentration of dust particles.

T̃ i
its radius R. The range of displacement of the probe was
5 cm along the tube axis and from the center of the tube
to its wall along the radius. Since an inductive dis-
charge does not require the presence of electrodes in the
plasma, we specially introduced a large plane counter-
electrode to be able to use the electron branch of the
current–voltage characteristic of the probe. The
employment of the electron branch of the IV character-
istic is dictated by the necessity to determine the poten-
tial of the space and the complexity of determining the
concentration of charge particles from the ion current.
In order to reduce the perturbing action on the plasma,
the counterelectrode was mounted on the other side of
the inductor relative to the region of measurements. The
counterelectrode cross-sectional area of 24 cm2 was
sufficient for transmitting the electron current of the
movable probe, but still insufficient for disregarding the
plasma–counterelectrode resistance. For this reason,
the potential of the movable probe was measured rela-
tive to another fixed (reference) electrode located near
the inductor under the action of a floating potential. In
order to reduce the effect of stray rf currents between
the movable probe and the measuring system as well as
between the reference probe and the measuring system,
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we connected LC filter–plugs tuned to the frequency of
the generator feeding the inductor. The scanning of the
voltage across the Langmuir probe (in the voltage range
from –40 to + 20 V) and the recording of the probe cur-
rent (the minimum detectable current was 2 nA) were
controlled by a PC. Twenty IV characteristics were
averaged during processing.

The electron concentration ne was determined from
the magnitude of the probe current at the inflection
point of the electron branch I = I(U) of the current–volt-
age characteristic, and the potential Us of the space was
determined relative to the reference electrode from the
voltage across the probe at the point of inflection of the
IV characteristic. The electron temperature Te was
determined from the relation

(1)

where Us(x) is the potential of space at point x. The
results of probe measurements of the quantities ne and
Te in the region of suspension of dust particles under
pressures of 10, 15, 20, 30, and 50 Pa of plasma-form-
ing neon are given in the table. By way of an example,
the results of measurements of the profiles of ne(x) and

Us x( ) Te ne x( ) const,+ln=
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Us(x) are presented in Fig. 4 for a pressure p = 50 Pa of
plasma-forming neon. Figure 5 shows the measured
dependence of the logarithm of electron concentration
on the potential of space. The fact that all experimental
points lie on the same straight line indicates the exist-
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Fig. 4. Dependence of the electron concentration ne (cir-
cles) and the potential Us of space (crosses) at the tube axis
on the distance x to the inductor for the pressure p = 50 Pa
of the plasma-forming neon.
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Fig. 5. Dependence of the logarithm of electron concentra-
tion on the space potential in different regions of the rf dis-
charge under the plasma-forming neon pressure p = 50 Pa.
The straight line approximates the experimental data
obtained by the least squares method and corresponds to
Te = 3.5 eV.
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ence of a universal electron temperature in the entire
range of probe measurements. The electric field
strength was calculated as E = −gradUs(x). On the other
hand, the measurements of ne(x) revealed (Fig. 4) that
dust structures hover on the region of almost linear
decrease in the electron concentration. The linear
dependence of the electron concentration on the coor-
dinate, ne(x) = αx, determines the relation between the
electric field of ambipolar diffusion and the electron
concentration:

(2)

The values of the electric field strength calculated as
E = –gradUs(x) and by formula (2) correlate well. In the
suspension region of dust structures, E ~ 4 V/cm for all
values of neon pressure. Thus, the probe measurements
of the profiles of Te(x), ne(x), and ne(r) proved high spa-
tial homogeneity of the main plasma parameters in the
rf discharge region, where the dust cloud hovers and
DAI develops. In this respect, the given discharge is
advantageous as compared, for example, with the dc
glow discharge [16, 17] for which considerable gradi-
ents of the Te(x) and ne(x) profiles observed in the sus-
pension region of the dust cloud complicate an analytic
description of the phenomenon.

The neon ion concentration ni was calculated from
the quasi-neutrality relation for a dust plasma,

(3)

The ion temperature is virtually equal to the tempera-
ture of neutral neon atoms (300 K), but in the case of
relatively low pressures (p < 25 Pa), it increases due to
heating in the ambipolar diffusion field and amounts to
2/3 of the mean energy of ions drifting in an electric
field:

(4)

The charge Zd of dust particles was calculated numeri-
cally taking into account the charge exchange of neon
ions in the Debye sphere around a dust particle [23, 24].
The results of calculation of Zd are given in the table.

3. ANALYTIC MODEL

Since the observed phenomenon, viz., dust–acoustic
instability, had the form of traveling waves of dust par-
ticle concentration density, its theoretical interpretation
was carried out in the framework of the theory of a
dust–acoustic wave. The possibility of the existence of
dust–acoustic waves with extremely low phase velocity
and frequency in a nonmagnetized dust plasma was
predicted for the first time in 1990 [26]. Since then,
many publications have been devoted to this problem,
taking into account some aspects of the physics of this
phenomenon: the extent of imperfection of the dust

E α
Te

ene

-------.=

ni ne Zdnd.+=

Ti
2
9
---Eeλ i.=
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plasma [28], concentration density of dust particles
[29], frictional force [30], varying charge of dust parti-
cles [16], etc. The number of publications devoted to an
analysis of possible reason for DAI buildup is much
smaller. At the present time, the following three reasons
leading to the excitation of DAI are mainly considered:
the drag force by an ion flow [22], charge-dependent
variable electric forces exciting the vibrational motion
of dust particles [16], and ionization processes [30].
Possible reasons for buildup of vibrations are investi-
gated through an analysis of the imaginary component
of the corresponding dispersion equation. The effect of
ionization processes was disregarded by us since the
dust cloud was outside the region of energy evolution
from the inductive rf discharge.

It was noted above that the DAI parameters v d, λd,
ωd, and kd were measured in the upper part of the dust
cloud, where the amplitude of vibrations is minimal, so
that a comparison of experimental data with the results
of the theory of linear dust–acoustic waves, which is
required for interpreting experimental data, was possi-
ble. In order to find the dispersion relation for a dust–
acoustic wave,

(5)

we solved the Poisson equation linearized for small
harmonic perturbations,

of the electrostatic potential of the dust–acoustic wave
[16, 26, 30],

(6)

where δne, δni, and δnd are the perturbations of number
densities of electrons, ions, and dust particles, respec-
tively, and δZd is the perturbation of the dust particle
charge. Since the geometry of the observed phenome-
non is one-dimensional (the coordinate axis is directed
along the x axis of the tube), the theoretical analysis of
the problem will also be one-dimensional. The choice
of the space–time dependence

is dictated by the fact that the observed density pertur-
bation δnd of dust particles was successfully approxi-
mated by this dependence.

Let us determine the dependences of δne, δni, δZd,
and δnd on δϕ, assuming that the wave amplitude is
small. In accordance with probe measurements, the
energy distribution of electrons is successfully
described by the Boltzmann equation

(7)

k ω( ) kRe ω( ) ikIm ω( )+ kRe ω( ) iγ ω( ),–= =

δϕ ikx iωt–( ),exp∝

k2δϕ 4πe –δne δni Zdδnd– ndδZd–+( ),=

δϕ ikx iωt–( )exp∼

ne ne0
eϕ
Te

------ 
  .exp=
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Since Te @ eδϕ, for a small harmonic component δϕ,
Eq. (7) gives

(8)

Since Ti ! Te, the wave potential δϕ can be compa-
rable with Ti, and approximation (8) for ions will be
incorrect. In this case, the ion density perturbation in
the field of a harmonic electrostatic wave is determined
in the flux approximation from the continuity equation
for particle and momentum fluxes:

(9)

(10)

where ni is the concentration of ions, ui is the velocity
of directional motion (drift) of ions along the x axis, mi

is the ion mass, νin is the frequency of ion collisions
with neutrals, and E = E0 – ∂δϕ/dx, E0 is the constant
electric field strength. It should be noted that the fre-
quencies of self-excited vibrations amount to tens of
hertz, which is much lower than the electron as well as
the ion plasma frequency and also the rate of stabiliza-
tion of the dust particle charge. For this reason, the time
derivatives ∂ni/∂t and ∂u/∂t are approximately equal to
zero. Equations (9) and (10) in the linear approximation
for harmonic corrections lead to

(11)

(12)

which gives

(13)

The continuity equation for the dust particle flux and
Newton’s second law have the form

(14)

(15)

where ud is the velocity of a dust particle along the x
axis; FΣ is the sum of forces (force of gravity, thermo-
phoretic force, and ion drag force) balancing the elec-
tric force on the average during the period of vibrations,

and η is the coefficient of viscous friction of a particle
against the gas. In the linear approximation, we obtain
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from Eqs. (14) and (15) the following expressions for
harmonic corrections:

(16)

(17)

which gives

(18)

It remains for us to find δZd. The charge Zd0 of a dust
particle depends on the ratio of the electron and ion
concentrations. Accordingly, we can write

(19)

where χ(ni0/ne0) is the logarithmic derivative of the dust
particle charge with respect to the ratio ne0/ni0. Using
the expression for the dust particle charge Zd in the
framework of the orbital approximation [31], we can
derive the following formula:

(20)

where ϕd ≈ e /Rd is the potential on the surface of a
dust particle. For Te/Ti ≈ 100 of the neon plasma, we
have ϕde/Te ≈ 2 and χ ≈ 0.33. It is important to note that
unperturbed concentrations of electrons and ions
appear in formula (20), while Eq. (6) contains volume-
averaged quantities. If we assume that the charge of
each dust particle is completely screened by the ion
cloud, and the distance between particles is much larger
than the screening radius, a change in the number den-
sity of dust particles will lead to a change in the mean
concentration of ions, but the unperturbed concentra-
tion remains unchanged. For this reason, the value of χ
may in fact be much smaller than 0.33; i.e., 0 < χ ! 0.33.
Physically, the case χ = 0 corresponds to invariability of
the charge of particle in the DAI wave.

Substituting expressions (8), (11), (14), and (15)
into Eq. (6) and disregarding small terms, we obtain the
generalized dispersion equation

(21)

with the dimensionless parameters
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where rDi and rDe are the ion and electron Debye radii
and

is the dust plasma frequency. This equation was solved
numerically with the help of the Mathcad-2000 utility
relative to

and

for the quantities rDi, E0, Ti, and ωpd corresponding to
the experimental conditions from the table. The results
of these calculations, their comparison with the experi-
mental data, and an analysis of the results are presented
in the next section.

4. COMPARISON OF THE ANALYTIC MODEL 
WITH EXPERIMENTAL DATA

In our experiments, it is quite difficult to determine
the dispersion relation kRe = kRe(ω) in a wide frequency
range, since the experimenter cannot deliberately
change the value of ω as, for example, in the case of
excitation of vibrations by an electric potential [32] or
by the force of pressure exerted by a laser beam on par-
ticles [33]. In our case, there exist two main ways of
affecting the DAI frequency: by changing the value of
nd and by varying the pressure of the plasma-forming
gas. In this case, however, the plasma–dust frequency
ωpd also changes. For this reason, the experimental dis-
persion relation kRe = kRe(ω) can be plotted only in the
reduced coordinates

and

A change in the power of the inductive rf discharge
(other parameters remaining the same) does not lead to
a noticeable change in the parameters of observed DAI
since the dust cloud for any discharge power was
always at the edge of the discharge (see Fig. 1), where
the plasma parameters were always approximately the
same under a given pressure of the plasma-forming gas.
Since the value of the logarithmic derivative χ is not
determined exactly and may vary in the range from 0 to

0.33, we calculated  = (ω) and kIm = kIm(ω) for
the limiting cases χ = 0 and 0.33. The results of calcu-

lations of the dispersion curves  = ( ) under the
conditions of seven experiments (see table) together
with seven experimental points are presented in Fig. 6.
An analysis of the distribution of experimental points

η̃ η /ωpd, P Zd0nd0/ne0,= =

ωpd 2eZd0 πnd/md( ) 1/2–=

k̃Re k̃Re ω̃( ) kRe ω/ωpd( )rDi= =

kIm kIm ω( ) γ ω( )–= =

ω̃ ω/ωpd=

k̃r krrDi.=

k̃Re k̃Re

k̃Re k̃Re ω̃
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Fig. 6. Measured (squares) and calculated (curves) dispersion dependences of the reduced wave number  = krD on the reduced

frequency  = ω/ωpd of the dust–acoustic instability for χ = 0 (a) and 0.33 (b) from Eq. (19). The numbers on the squares corre-
spond to the number of the experiment from the table. The bold curve describes the dispersion dependence for collisionless dust
sound, calculated by formula (22). Thin curves correspond to numerical calculations based on formula (21) for the conditions of
experiments no. 1 (solid curve), no. 2 (short-dashed curve), no. 3 (long-dashed curve), no. 4 (dot-and-dashed curve), no. 5 (double-
dot-and-dashed curve), no. 6 (dashed curve), and no. 7 (triple-dot-and-dashed curve).
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on the ( , ) plane shows that the most effective
method of changing the DAI reduced frequency  is to
change the concentration nd of dust particles in the
cloud. It can be seen that the results of measurements

( , ) for a high concentration of particles (experi-
ments 2, 4–7) are grouped separately from the results of

measurements of ( , ) for a low concentration of
particles (experiments 1 and 3), while the change in the
pressure of the plasma-forming gas from 10 to 50 Pa
did change the value of  significantly. A certain
spread in the experimental points can be attributed to
the error in determining the values of ωpd and rDi. Fig-
ure 6 also shows the bold dispersion curve correspond-
ing to the “classical” collisionless dust sound [26]

(22)

It can be seen from Fig. 6 that all the seven calculated

dependences  = ( ) are grouped compactly on

the plane ( , ) and correlate with the experimental
data better than the dispersion curve corresponding to
collisionless dust sound (22). The difference in calcula-

tions of  = ( ) for χ = 0 and 0.33 is insignifi-
cant.

Let us now analyze the results of calculations of the
growth increment γ = γ(ω) presented in Fig. 7 also for
two limiting values of χ = 0 and 0.33. A comparison of
these theoretical curves with the DAI experimental

ω̃ k̃Re

ω̃

ω̃ k̃Re

ω̃ k̃Re

ω̃

k̃ ω̃/ 1 ω̃2– .=

k̃Re k̃Re ω̃
ω̃ k̃Re

k̃Re k̃Re ω̃
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parameters from the table leads to the following con-
clusions.

1. The frequencies ωmax corresponding to the peaks
γmax = γ(ωmax) of the theoretical curves correlate with
the experimentally measured DAI frequencies.

2. The calculated values of the growth increment
γmax = γ(ωmax) correlate with the values of the growth
increment γ estimated in experiments.

3. The width of the “amplification band” of the cal-
culated dependence γ = γ(ω) increases upon a decrease
in the density of neutrals (cf. curve 2 and curves 5, 6,
and 7), which is, in fact, observed in experiments: dust
waves become less regular upon a decrease in the pres-
sure of the plasma-forming gas.

4. As the density of neutrals increases, the maximum
calculated value γmax = γ(ωmax) becomes smaller and
smaller and assumes a negative value at pressures
above 80 Pa, which is actually observed in experiments:
no DAI is observed for p > 60 Pa.

5. Other conditions being equal, the calculated value
of γmax = γ(ωmax) is proportional to the concentration of
dust particles (cf. curves 3 and 4), which is indeed
observed in experiments: self-excitation of DAI occurs
only when nd exceeds a certain threshold value, which
is determined by the strength of the background con-
stant electric field E and viscosity η of the medium.

6. The calculated value of ωmax increases with the
number density nd of dust particles, which is observed
in experiments (cf. curves 3 and 4).
SICS      Vol. 95      No. 3      2002
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Fig. 7. Calculated dependences of the increment of increase γ(ω) in the amplitude of a dust–acoustic instability wave for χ = 0 (a)
and 0.33 (b) obtained from Eq. (19) for seven experimental conditions from the table. The figures on the curves correspond to the
number of the experiments from the table, whose condition were used in Eq. (21) for calculating γ = γ(ω).
7. The presence of a constant electric field is a nec-
essary condition for the self-excitation of dust waves:
forced displacement of the dust cloud by 5 mm in the
upward direction by the gas flow towards the region
with lower values of the electric field strength led to
wave damping.

8. An analysis of Eq. (2) shows that its solutions
exist only for E0k > 0, which is indeed observed in
experiments: DAI waves propagate only in the direc-
tion of the electric field.

Thus, we can conclude that the experimental results
and the predictions of the proposed analytical model
are in good qualitative (and in many cases quantitative)
agreement in a wide range of experimental conditions.
It follows hence that DAI is a dust–acoustic wave
excited in a constant electric field of ambipolar diffu-
sion. As regards the presence or absence of electric
charge fluctuations δZd, it is difficult to draw any defi-
nite conclusion in view of a considerable error in the
measurement of the background plasma parameters.
Theoretically, the existence of the maximum possible
fluctuation δZd for χ = 0.33 increases the value of γmax =
γ(ωmax) approximately by a factor of 1.5, but does not
change anything qualitatively (see Figs. 6 and 7).

5. CONCLUSIONS

In this work, we have carried out a complex experi-
mental and theoretical analysis of dust–acoustic insta-
bility developing spontaneously in the plasma of an rf
inductive low-pressure gas discharge. We studied the
DAI experimentally in the region of the diffusive edge
of the discharge, i.e., the region of transition from the
JOURNAL OF EXPERIMENTAL
discharge region to the neutral gas. Under certain
experimental conditions, a dust cloud formed by
micrometer-size particles hovered in the region of this
edge, and dust particle density waves were excited. The
parameters of these waves were measured in a wide
range of experimental conditions. The background
plasma parameters (electron concentration and temper-
ature, electric field strength) were determined from
probe measurements. These measurements proved that
the background plasma parameters within the dust
cloud are homogeneous enough for carrying out analyt-
ical investigations of DAI.

The analytic description of the observed waves of
dust particle density was obtained on the basis of the
theory of dust sound in a collisional dust plasma with
particles having a variable electric charge. We derived a
generalized dispersion equation including explicitly the
external electric field strength. Numerical solutions
were obtained for the real and imaginary components
of this equation as applied to the given experimental
conditions. The charge of dust particles was calculated
through determining the flux of electrons and ions at the
surface of a dust particle in the approximation of con-
fined orbits as well as by using numerical methods for
a real collisional plasma on the basis of the measured
parameters of the background plasma. We analyzed the
effect of the variable charge of dust particles on the
magnitude of amplitude buildup increment in the dust
waves. It is shown that the maximum possible charge
variation leads to an increase in the increment by a fac-
tor of 1.5. Thus, the existence of the variable charge on
dust particles facilitates the development of instability,
but is not, however, a necessary condition for the devel-
opment of the given type of instability. On the whole,
 AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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good correlation is observed between the experimental
data and the main conclusions of the model used in a
wide range of experimental conditions. It is shown that
the necessary condition leading to the development of
DAI is the presence of a constant electric field. It can be
concluded that the physical mechanism of this type of
dust–acoustic instability is as follows. DAI is generated
in the upper part of the cloud from random fluctuations
of the dust particle number density. As the wave propa-
gates over the dust cloud, these fluctuations are
enhanced in the acoustic mode in the ambipolar diffu-
sion field, and the selection of their mode composition
takes place in view of nonuniform amplification of the
wave at different frequencies. As the amplitude
increases, the mode of the formed wave changes from
the acoustic to the nonlinear regime.
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Abstract—A nonlinear generalization of the Landau–Lifshitz theory of hydrodynamic fluctuations for the sim-
plest case in which only energy flux and temperature fluctuations are observed is used to derive the distribution
function for a subsystem with a fluctuating temperature, which coincides with the Levy distribution taken to be
one of the main results of the so-called Tsallis’s nonextensive statistics. It is demonstrated that the same distri-
bution function is obtained from the principle of maximum of information entropy if the latter is provided by
Renyi’s entropy, which is an extensive quantity. The obtained distribution function is to be used instead of
the Gibbs distribution in constructing the thermodynamics of systems with significant temperature fluctua-
tions. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

When standard methods of statistical mechanics are
used, the smallness of the mean square temperature
fluctuation of the system is assumed, as a rule, which is
estimated as [1]

This assumption is justified if the heat capacity CV of
the system is high enough and the temperature T0 is not
too low. Examples in which this condition may be
invalid include the atomic nucleus, for which the notion
of temperature was successfully introduced by Landau,
Frenkel, and Weisskopf [2], and low-temperature sys-
tems in which T0  0 and, at the same time, CV  0
[3]. In this paper, we treat the temperature fluctuations
of a small subsystem placed in a thermostat and use the
Landau–Lifshitz theory of hydrodynamic fluctuations
[4] to derive the gamma distribution for these fluctua-
tions. The dispersion of the thus obtained gamma distri-
bution depends on CV and produces the foregoing esti-
mate for δT. Then, this distribution function is used for
averaging the Gibbs canonical distribution over tem-
peratures, which brings about the Levy distribution or
q distribution. In application to interpreting nuclear
collisions, such an approach was treated by Wilk and
Wlodarczyk [5], who explained the resultant Levy dis-
tribution in the light of so-called nonextensive statistics
based on the variational principle of extremality of
Tsallis’s information entropy [6]. In view of the rapid
development of nonextensive statistics covering the
widest scope of problems (from cosmology to intranu-
clear processes), we found it necessary to dwell in brief

δT /T0

kB

CV

------ 
 

1/2

.=
1063-7761/02/9503- $22.00 © 20440
on the problem of choosing the form of information
entropy. Best justified is the Renyi one-parameter fam-
ily of entropies (or simply Renyi’s entropy). When the
Renyi entropy parameter q is unity, the entropy trans-
forms to the well-known Boltzmann–Shannon entropy.
Renyi’s entropy is additive; however, in the case of lin-
earization in the neighborhood of q ≈ 1, it loses additiv-
ity and changes to Tsallis’ entropy. The application of
the principle of extremality of information entropy to
Renyi’s entropy leads to precisely the same Levy distri-
bution which is obtained during averaging of the Gibbs
distribution over the temperature. This fact enables one
to have a fresh view of the physical meaning of the
Renyi parameter q and Renyi’s entropy proper.

2. LANGEVIN EQUATION FOR TEMPERATURE

We will treat a subsystem which is a minor part of a
large equilibrium system and experiences fluctuations
of both energy and temperature. This is the radical dif-
ference of the suggested approach from the Gibbs
approach traditionally employed in statistical physics,
in which the temperature is preassigned by the constant
characterizing the thermostat.

In order to analyze the temperature fluctuations, we
will invoke the Landau–Lifshitz theory of hydrody-
namic fluctuations, in which respective fluctuation ana-
logs are added to regular flows of mass, momentum,
and energy entering the set of hydrodynamic equations.

No flows of mass and momentum are present in the
case treated by us; however, an energy flux must be
observed because of the temperature fluctuations.
002 MAIK “Nauka/Interperiodica”
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Then, the equation of conservation of energy density of
the system E(r, t) takes the form

, (1)

where qR(r, t) describes a regular flow of energy den-
sity, and qF(r, t) represents the flow fluctuations.

We will single out in the system a subsystem of pre-
assigned volume V. We integrate Eq. (1) with respect to
the volume V and use the Gauss–Ostrogradsky formula
to derive the equation of conservation for the energy of
this subsystem,

(2)

where the surface area A of the singled-out subsystem
is introduced.

We will further restrict ourselves to taking into
account the fluctuations of only one parameter, namely,
temperature, and represent the energy  in the form

of  = CVT(t), where CV is the heat capacity of the
subsystem. In addition, the flux QR may be conve-
niently written in the form of the heat-transfer equation

(3)

where κ is the heat-transfer coefficient, and T0 is the
average temperature of the system. Then, Eq. (2) takes
the form

(4)

This equation is the Langevin equation for the temper-
ature which characterizes the singled-out part of the
system and fluctuates under the effect of a random
energy flux QF(t) through the boundary of the discon-
tinuous system being treated.

In the nonequilibrium linear thermodynamics [7],
the thermodynamic force conjugate to the flux QR is
provided by the quantity

(5)

rather than by the temperature difference.

Accordingly, the kinetic coefficient of the heat-

transfer equation must have the form kB . Then,
according to the Landau–Lifshitz theory of hydrody-
namic fluctuations, in a linear approximation with

∂E r t,( )
∂t

------------------ div qR r t,( ) qF r t,( )+( )–=

dE t( )
td

------------ –QR t( ) QF t( ),–=

QR F, AqR F, ,d

A

∫=

E t( )

E t( )

QR t( ) Aκ T t( ) T0–( ),=

CV
dT t( )

dt
------------ –Aκ T t( ) T0–( ) QF t( ).–=

1
kBT0
----------- 1

KBT t( )
----------------– 

  1

kBT0
2

----------- T t( ) T0–( )≈

T0
2Aκ
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respect to deviation from equilibrium, the stochastic
properties of random flux have the form

(6)

The second one of these expressions indicates that,

within the linear theory,  ∝  T0. This fact suggests a
simple way of including the nonlinearity by replacing

(t) by QF(t) = T(t)ξ(t), where ξ(t) is a random func-
tion of time satisfying the relations

(7)

As a result, Eq. (4) takes the form of nonlinear stochas-
tic Langevin equation,

(8)

where τ = CV/Aκ.

3. FLUCTUATIONS 
OF THE SUBSYSTEM TEMPERATURE

Corresponding to the derived stochastic Langevin
equation with δ-correlated noise is the Fokker–Planck
kinetic equation for the temperature distribution func-
tion f(T, t),

(9)

The coefficients W1(T) and W2(T) of this equation are
expressed in terms of the first 〈T(t) – T(t + τ)〉  and sec-
ond 〈(T(t) – T(t + τ))2〉  conditional moments of stochas-
tic equation (8), which correspond to some preassigned
value of T(t). For a linear stochastic Langevin equation,
these moments are determined quite simply (see, for
example, [8]). For nonlinear equations of the type of
Eq. (8), the solution to this problem is also known and
used in various applications of the theory of random
processes [9]. For the case treated by us, the coeffi-
cients of the Fokker–Planck equation take the form

(10)

(11)

Because these coefficients are not explicitly dependent
on time, a steady-state solution to Eq. (9) exists,

(12)

Ql
F t( )〈 〉 0,=

Ql
F t( )Ql

F t'( )〈 〉 2kBT0
2Aκδ t t'–( ).=

Ql
F

Ql
F

ξ t( )〈 〉 0, ξ t( )ξ t'( )〈 〉 2kBAκδ t t'–( ).= =

dT t( )
dt

------------
1
τ
--- T t( ) T0–( ) 1

CV

------T t( )ξ t( ),––=

∂ f T t,( )
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T∂
∂

W1 T( ) f T t,( )=

+
1
2
---

T2

2

∂
∂

W2 T( ) f T t,( ).

W1 T( )
1
τ
--- T T0–( ) kBT

1

τ2Aκ
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W2 T( ) 2kBT
2 1

τ2Aκ
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K
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.exp=
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The constant K will be determined from the normaliza-
tion condition; as a result, the choice of the lower limit
of integration in the exponent is arbitrary and may be
omitted. We substitute expressions (10) and (11) into
(12) to derive

(13)

whence follows

(14)

where the dimensionless constant γ = CV/kB is intro-
duced. Note that the resultant steady-state solution does
not depend on either the heat-transfer coefficient κ or
the surface area A. This fact suggests that the obtained
distribution may be more general than the treated
model of heat transfer.

In what follows, we will be interested in the distri-
bution function with respect to the quantity β = 1/kBT,
rather than in the distribution function with respect to
the temperature. In view of the relation

,

we derive

(15)

The constant K is determined from the normalization
condition reduced to

(16)

f T( )
K
T
---- τAκ

kB

----------
–T T0+

T2
------------------- Td

T

∫ 
 
 

,exp=

f T( ) KT –1 γ– γT0

T
---------– 

  ,exp=

dβ dT

kBT2
-----------–=

f β( ) Kβγ 1– e
γkBT0β–

.=

K 1– βγ 1– e
γkBT0β–

βd

0

∞

∫ γkBT0( ) γ– Γ γ( ),= =

20

0.98

1

40

60

80

100

120

0.99 1.00 1.01 1.02 1.03
0
0.97

23

f

u

Gamma distribution f(u) of the temperature ratio u = T0/T

for different values of the parameter γ = CV/kB = 104 (1),

0.5 × 105 (2), and 105 (3).
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whence we finally derive

(17)

This function may also be represented in the form of the
distribution of the temperature ratio u = kBT0β = T0/T,

, (18)

or of the distribution of the dimensionless quantity z =
γkBT0β = γT0/T,

(19)

Therefore, the thus derived distribution function of the
inverse temperature of the subsystem in the dimension-
less form of (19) is a gamma distribution. In concrete
calculations below, we will largely use f(β) or f(u); for
brevity, we will refer to them as gamma distributions as
well.

Note that, if the mean energy of the singled-out vol-
ume  is introduced, the expression for f(β)
takes the form

(20)

By its form, this expression is close to the Gibbs distri-
bution; however, unlike the latter, it reflects the inclu-
sion of the temperature fluctuation of the subsystem
with the preassigned energy . As was to be expected,
the temperature fluctuation described by this distribu-
tion is of the order of δT/T0 ≈ (CV/kB)–1/2, which coin-
cides with the estimate of the temperature fluctuation in
equilibrium statistical physics [1]. The figure shows the
form of gamma distribution f(u) at γ = 104, 0.5 × 105,
105. One can see that the dispersion of the inverse tem-
perature of the subsystem decreases abruptly with
increasing γ. However, small values of γ correspond to
very small subsystems. Indeed, for an ideal monatomic
gas at normal conditions, γ = 3N/2, where N is the num-
ber of particles in the volume; according to the
Avogadro law, N ≈ 0.3 × 1020V. Then, for the singled-
out volume with the characteristic size of the order of
the free path length (about 10–5 cm), we have the value
of γ = CV/kB = 0.5 × 105. One can see in the figure that
the temperature dispersion in this case is of the order of
0.005, which coincides with the result of the thermody-
namic theory of fluctuations [1] δT/T0 ≈ (kB/CV)1/2.

It appears to be more promising to apply the thus
derived relations to heterogeneous systems in which the
size of small particles (for example, atomic nucleus [2])
may not exceed several angstroms, as well as to low-
temperature systems with CV  0 at T0  0.

f β( )
γkBT0( )γ
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4. DISTRIBUTION FUNCTION 
FOR A SUBSYSTEM

In order to describe a subsystem in contact with a
large thermally equilibrium system (thermostat), the
Gibbs canonical distribution is used in statistical phys-
ics (here and below, the factor Gi allowing for the num-
ber of states of energy Hi is omitted for brevity),

(21)

where Hi is the energy of the subsystem (the subscript i
may indicate the number of the discrete energy level or
the totality of the values of coordinates and momenta of
molecules of the subsystem), and Q is the partition
function or statistical integral. In so doing, the inverse
temperature β = 1/kBT is taken to be a known preas-
signed quantity.

As was demonstrated above, the temperature may
fluctuate. In view of this, the question arises as to how
the Gibbs distribution is modified under the effect of
temperature fluctuations. The answer to this question
may be obtained by way of averaging the distribution
given by Eq. (21) with the gamma distribution for tem-
perature T (or β) obtained in the previous section.

For further treatment, ρi may be conveniently repre-
sented in an equivalent form,

(22)

where the symbol  may indicate both the summa-
tion and integration over a continuous totality of the
values of coordinates and momenta.

The temperature dependence of ρi is defined both by
the factor β in the exponent and, in the general case, by
the unknown temperature dependence of partition func-
tion Q(β) (in the simplest case of classical ideal gas,
Q ∝ β –3N/2, where N is the number of molecules).
Therefore, we will use the mean value theorem and rep-
resent the Gibbs distribution averaged over β in the
form

(23)

where Q* lies in the range of possible variation of Q(β)
from Q(0) to Q(∞). From the conditions of normaliza-
tion to unity of the distributions of f(β) and ρ, we have

(24)

ρi Q0
1– e

βHi–
,=

ρi Q 1– e
β∆Hi–

, Q e
β∆Hi–

,
i

∑= =

∆Hi Hi H〈 〉 ,–=

i∑

ρi β f β( )ρid

0

∞

∫ 1
Q∗
------- β f β( )e
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,d

0

∞

∫= =

1
Q∗
------- β f β( )e

β∆Hi–
d

0

∞

∫
i

∑ 1,=
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whence we find

(25)

Therefore, it is sufficient to calculate only the average
value of the exponent,

(26)

Finally, the averaged Gibbs distribution takes the form

(27)

In the γ  ∞ limit corresponding to a high heat capac-
ity of the singled-out subsystem,  goes to ρi.

5. INFORMATION ENTROPY

The information entropy, or simply entropy, is the
measure of uncertainty in information in the case of sta-
tistical (incomplete) description of a system using the
distribution of probabilities p = {pi}, 0 ≤ pi ≤ 1, i =
1, …, N. The best known is the representation of
entropy in the Boltzmann–Shannon form,

(28)

In the case when the subscripts i indicate dynamic
microstates in the Gibbs phase space and the distribu-
tion pi corresponds to the macroscopic equilibrium
state of the system, the entropy SB coincides with the
thermodynamic entropy.

On the other hand, the Gibbs distribution provides
for the extremality of the Boltzmann–Gibbs (or Boltz-
mann–Shannon) entropy, which makes up the content
of the variation principle of maximum of information
entropy (see, for example, [10]) providing for the
uniqueness of the Gibbs distribution under appropriate
additional conditions. In view of this, the need arises
for critical analysis of the basic provisions of this prin-
ciple.

Consider how justified the choice of this particular
form of entropy is. Formally, the information entropy in
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the Boltzmann–Shannon form is uniquely defined by
four axioms of Khinchin [11]:

(i) S(p) is defined by the probabilities pi alone and
does not depend on any other properties of the ith
states.

(ii) S(p) is maximal in the case of uniform distribu-
tion of probabilities, pi = 1/N.

(iii) S(p) does not vary when the number of states N
is increased by one or more states with zero probability,
i.e., S(p1, …, pN) = S(p1, …, pN, 0).

(iv) The fourth axiom treats a system consisting of
two subsystems A and B, so that pij of the composite

system is represented in the form pij = Q(j |i) , where
the subscript i relates to A and the subscript j to B, and
Q(j |i) is the conditional probability of finding B in the
jth state if A is in the ith state. Then, the quantity
S(pA + B) must satisfy the relation

where the conditional entropy S(Q |i) has the form

It is this latter axiom that provides for a unique
determination of information entropy in the Boltz-
mann–Shannon form. Note that, in order to validate
such a formulation of this axiom (number 2o in [11]),
Khinchin [11] used the expression for conditional
entropy S(Q |i) derived by substituting S(pA + B) into the
a priori known formula (28) for the Boltzmann–Shan-
non entropy. Therefore, axiom (iv) turns out to be an
artificial restriction for preferring the information
entropy in the Boltzmann–Shannon form. Therefore,
the theorem of existence and uniqueness of the Boltz-
mann–Shannon entropy, proved by Khinchin [11] using
axioms (i)–(iv), appears quite natural. We have not
come across any other validation in the literature of
such a formulation of axiom (iv).

A critical analysis of the similar Shannon theorem,
which validates the unique derivation of entropy in the
Boltzmann–Shannon form, was made by Uffink [12].
In this case as well, the axiom associated with condi-
tional entropy turns out to be an obstacle.

Most convincing appears to be the system of axioms
of Shore and Johnson [13] leading to Renyi’s one-
parameter family of entropies [14]; for the distribution
{pi} normalized to unity, this family is written in the
form

(29)

where q is an arbitrary positive number (it cannot be
less than zero, because {pi} may include zero values).

pi

S pA B+( ) S pA( ) pi
AS Q i( ),

i

∑+=

S Q i( ) Q j i( ) Q j i( ).ln
j

∑–=

SR
q( ) p( )

1
1 q–
----------- pi

q, pi

i

N

∑
i

N

∑ln 1,= =
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If Khinchin’s fourth axiom is moderated, and
only the independent subsystems A and B are

treated, for which  = , the fourth axiom
takes the form (iv')

S(p) = S(pA) + S(pB).

The combinations of axioms (i)–(iii) and (iv') are satis-
fied both by the Boltzmann–Shannon entropy and by a
more general form of Renyi’s information entropy. One
can readily see that, at q = 1, Renyi’s entropy goes to the
Boltzmann–Shannon entropy,

Various properties of Renyi’s entropy are discussed, in
particular, in the monographs [14–16].

In the case of  ! 1 (which, in view of
normalization of the distribution {pi}, corresponds to
the condition |1 – q | ! 1), one can restrict oneself to the
linear term of log expansion in the expression for

 over this difference, and  changes to

(30)

Such a linearization of Renyi’s entropy was first sug-
gested by Daroczy [17]; at present, this expression for
entropy came to be known as Tsallis’ entropy [6].

The log linearization results in the entropy becom-
ing nonextensive. This property is widely used by Tsal-
lis and by the international scientific school that has
developed around him for the investigation of diverse
nonextensive systems [5, 6, 18–20]. In so doing, the
above-identified restriction |1 – q | ! 1 is disregarded,
as a rule. In our opinion, the attempt by Abe [20] at
independent validation of this form of entropy appears
unconvincing, because it is based on the axiomatic
introduction of such a form for conditional entropy
which uniquely provides for obtaining Tsallis’ entropy.

6. EXTREMALITY OF ENTROPY

According to the variation principle of extremality
of information entropy, in the case of statistical (incom-
plete, from the dynamic standpoint) description of the
system, its distribution function must provide for cor-
rect values of those few average quantities which
appear in the statistical description; otherwise, it must
be as indeterminate as possible. Such an approach in
application to equilibrium thermodynamic systems
(isolated or weakly interacting with the thermostat) has
long been used to construct equilibrium statistical ther-
modynamics (see, for example, [21] or [22]); however,
it was only after studies by Jaynes [23] that it came to
be firmly established as a principle validating (at least,
on the physical level of rigor) the use of Gibbs ensem-
bles in statistical description of thermodynamic sys-

pij
A B+

pi
A p j

B

SR
q 1=( ) p( ) SB p( ).=

1 pi
q

i∑–

SR
q( ) p( ) SR

q( ) p( )

ST
q( ) p( )

1
1 q–
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q

i

N
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tems (see, for example, [10]). The information entropy
is traditionally taken to mean the Boltzmann–Shannon
entropy.

Here, the principle of extremality of information
entropy will be applied to Renyi’s entropy.

We are interested in the distribution of probabilities
{pi} providing for the extremality of information
entropy with an additional condition which consists in
preassigning the average value 〈H〉  of the random quan-
tity Hi. This requirement must be taken into account in

searching for the conditional extremum  along
with the requirement of normalization of pi.

Then, the distribution of probabilities {pi}, which

provides for the extremality of  given two condi-
tions specified above, must be determined from the
extremum of the functional

(31)

where α and Φ are Lagrange multipliers. Note that, in
the q  1 limit, it changes to the well-known [10]
functional; its extremum is ensured by the Gibbs
canonical distribution, in which α = β0 = 1/kBT0 is the
inverse temperature and Φ is the free energy.

Prior to beginning to solve the variation problem in
the conditional extremum of Renyi’s entropy, we will
make a remark.

The presence of the Renyi parameter q brings about
a variation of the relative contributions by various prob-
abilities pi to Renyi’s entropy. Indeed, at q > 1, the
importance of pi with the maximal values increases, and
at q < 1, of pi with the minimal values. In view of this,
it proved most fruitful to introduce the so-called escort
distribution [15, 16, 18]

In what follows, we will refer to the p distribution as the
starting distribution. The meaning of the escort distri-
bution may be explained as follows. If the starting dis-
tribution is represented in the form pi = exp(–bi), then

In view of this meaning, it is safe to say that the transi-
tion to the escort distribution is similar to the transition
to the canonical distribution: 1/q serves as the tempera-
ture of sorts, and Ψ as the free energy. The consistency
of this transition is partly secured by the condition of
conservation of the preassigned average value of
energy 〈H〉  = . A detailed analysis of transition

SR
q( ) p( )

SR
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L p( )
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1 q–
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q
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∑ln α Hi pi
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to this form of averaging in application to Tsallis’
entropy is made in [18]. Functional (31) is represented
as

(32)

We equate its functional derivative to zero to derive

(33)

Then it follows from Eq. (33) that

The condition of normalization of  = 1 gives

and, finally,

(34)

Here, we utilized the fact that, at q  1, the distribu-
tion {pi} becomes the Gibbs canonical distribution in
which the constant α = β0 is the reciprocal of the tem-
perature.

Now, if we represent γ as γ = –(1 – q)–1, expres-
sion (27) will take the form

(35)

The full identity of this expression (obtained by averag-
ing the Gibbs distribution over temperature fluctua-
tions) with the probability density pi given by Eq. (34)
and ensuring the extremality of Renyi’s entropy enables
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one to take a new view of the physical meaning of the
Renyi entropy and parameter,

(36)

So, the Renyi parameter differs significantly from unity
only in the case where the heat capacity of the singled-
out system is of the same order of magnitude as the
Boltzmann constant kB. The thermodynamics of such
systems must be constructed on the basis of Renyi’s
entropy and of the distribution function { } or {pi}
which is referred to in the literature on nonextensive
thermodynamics as the Levy distribution function or
q distribution. We will emphasize once again that, in
this case, this function was obtained without invoking
any additional considerations as to the nonextensive-
ness of the systems being treated.

Note in conclusion that, if we assume a Hamiltonian
in the form of the power function H(x) = hxr, where h is
a constant, then, for q ≠ 1 and sufficiently significant
fluctuations of x exceeding the minimal value

(37)

expression (34) transforms to the power law distribu-
tion

(38)

So, we derived the Zipf–Pareto power distribution
as a particular form of distribution (34) ensuring the
extremality of Renyi’s entropy at q ≠ 1. Note that,
according to expression (37), xmin increases abruptly at
q  1, so that the range of values of x in which the
power distribution is valid goes to zero.

When applied to general stochastic systems, includ-
ing biological, economic, linguistic, and others, in
which the Zipf–Pareto distribution is observed, the
Renyi parameter may be taken to be arbitrary, because
relation (36) does not extend to these situations. In [24],
the variation principle for q was formulated. According
to this principle, the preferred values of q depend on
xmin and r and lie in the range from 1.5 to 3.
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Abstract—It is experimentally demonstrated that the surface excitation of liquid hydrogen at a low frequency
results in the turbulent mode in a system of capillary waves. The experimental results are in good agreement
with the theory of weak wave turbulence. The pair correlation function of the surface deviations is described by
the exponential function ωm. The exponent m decreases in magnitude from m = –3.7 ± 0.3 to –2.8 ± 0.2 when
the pumping at a single resonant frequency changes to broadband noise excitation. Measurements are made of
the dependence of the boundary frequency ωb of the upper edge of the inertial range in which the Kolmogorov
spectrum is formed on the wave amplitude ηp at the pumping frequency. It is demonstrated that the obtained

data are well described by a function of the form ωb ∝  . © 2002 MAIK “Nauka/Interperiodica”.η p
4/3ωp

23/9
1. MOTIVATION

A highly excited state of a system with numerous
degrees of freedom, which is characterized by the pres-
ence of a directional (in the k space) energy flux, is
referred to as turbulent. In the turbulent mode, a system
finds itself away from its thermodynamic equilibrium
and is characterized by a significant nonlinear interac-
tion of the degrees of freedom, as well as by the dissi-
pation of energy. The nonlinear interaction brings about
an effective redistribution of energy between the
degrees of freedom (modes).

The turbulence may be observed in systems in
which the frequencies of excitation (energy pumping)
and dissipation of energy are widely spaced apart on the
frequency scale. Such systems include wind waves on
the ocean surface [1] and large-scale flows in the
Earth’s atmosphere [2]. It is the interaction of these two
powerful nonlinear systems that largely defines the
weather. Such systems further include spin waves in
solids [3] and waves in plasma [4]. Studies into the
propagation of energy in such systems are of great
interest from the standpoint of both fundamental non-
linear physics and practical applications.

Capillary waves on the surface of a liquid represent
yet another object for studies into turbulence. The the-
ory of weak turbulence was developed in the late 1960s
[5]. However, in spite of the large number of experi-
mental investigations of the nonlinear dynamics of sur-
face waves, just a few reports have been published
recently of the experimental observations of isotropic
spectra of capillary waves on the surface of water, the
1063-7761/02/9503- $22.00 © 0447
results of which may be compared with the theoretical
predictions.

This paper gives the results of investigation of non-
linear capillary waves on the surface of liquid hydro-
gen. Liquid hydrogen is a suitable object for experi-
ments in turbulence, because it is characterized by a rel-
atively low value of the kinematic viscosity coefficient
ν and a high value of the coefficient V ~ (α/ρ3)1/4 char-
acterizing nonlinearity of capillary waves (α is the sur-
face tension coefficient, and ρ is the density of liquid
hydrogen). For hydrogen at a temperature T = 15 K, we
have ν = 2.6 × 10–3 cm2/s and V = 9 cm3/4/s g, and for
water, ν = 10–2 cm2/s and V = 3 cm3/4/s g at T = 20°C.
This enables one to examine the turbulent mode in a
wide frequency range. In addition, owing to low den-
sity, an external force required to excite oscillations on
the surface of liquid hydrogen is several times less than
that in the case of water. This fact proved to be decisive
in using the procedure in which the waves on the sur-
face are excited by electric forces. The previous exper-
iments have revealed [6] that one can charge the surface
of liquid hydrogen with charges injected into the bulk
of the liquid, hold the charges in the vicinity of the sur-
face for a long period of time, and excite surface waves
using a variable electric field. An important advantage
of this procedure for the observation of capillary turbu-
lence is the possibility of directly affecting the surface
of a liquid by an external force, virtually without acting
on the bulk of the liquid, as well as the high degree of
isotropism of the exciting force, which enabled one to
study the turbulence under well-controlled experimen-
tal conditions.
2002 MAIK “Nauka/Interperiodica”
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2. INTRODUCTION
It is known that capillary waves on the surface of a

liquid represent an example of nonlinearly interacting
waves and are characterized by the dissipation of
energy mainly at high frequencies because of the loss
due to viscosity. The theory of homogeneous capillary
turbulence was described by Zakharov and Filonenko
[7]. They have demonstrated that an ensemble of
weakly interacting capillary waves may be described
within a kinetic equation similar to the Boltzmann
equation of gas dynamics [8, 9],

where nk is the wave distribution function in the wave
vectors k, St(nk) is the collision integral, γk is the damp-
ing coefficient, and F(t) is the pumping term.

The main problem involved in the investigation of
wave turbulence is that of finding the law of distribution
of the energy of a system of waves with respect to fre-
quency, i.e., the stationary spectrum of the turbulent
energy Eω. The energy E per unit surface of liquid may
be written in the form

(1)

where ωk is the frequency of a wave with the vector k.
The capillary wave dispersion law

is of the decay type (ω'' > 0) and, therefore, the main
contribution to the wave interaction is made by three-
wave processes such as the decay of a wave into two
with the conservation of the overall wave vector and
overall frequency, as well as the reverse process of coa-
lescence of two waves into one. A frequency range
(inertial range) exists in a system of capillary waves on
the surface of a liquid, which is limited from below by
the pumping frequency ωp and at high frequencies by
viscous damping, in which the energy distribution Eω
has the exponential form

According to the present-day theory [4], when the
surface of a liquid is excited at low frequencies belong-
ing to a fairly wide band ωp ± ∆ω (“wideband pump-
ing,” ∆ω ≈ ωp), a constant energy flux Q towards high
frequencies, i.e., direct cascade, sets in the k space. The
theory of homogeneous capillary turbulence predicts
the power law dependence on frequency for the wave
distribution function n(ω) and the energy distribution
Eω (Kolmogorov spectrum) within the inertial range,

(2)

which corresponds to

(2a)

dnk

dt
-------- 2γknk+ St nk( ) F t( ),+=

E ωknk kd∫ ωn ω( ) ωd∫ Eω ω,d∫= = =

ω σ/ρ( )1/2k3/2=

Eω ωm.∝

n ω( ) Q1/2ρ3/2σ 1/4– ω–15/6,∝

nk Q1/2ρ3/4σ 1/4– k 17/4–∝
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in the k representation.
The steady-state distribution of the surface wave

energy in the inertial range may also be equivalently
described by the pair correlation function in the Fourier
representation

for a departure of the surface from the planar state
η(r, t),

(3)

From the experimental standpoint, it is most conve-
nient to investigate the correlation function Iω rather
than the energy distribution Eω, because the deviations
of the surface from the planar state η(r, t) may be mea-
sured directly in the experiment.

When the surface oscillations are excited in a wide
frequency range, the correlation function is predicted
by the theory in the form [3]

(4)

The theoretical prediction of relation (4) is sup-
ported by the results of numerical calculations of the
evolution of nonlinear capillary waves, performed
directly from the first principles using the hydrody-
namic equations [8, 9].

In the case of “narrowband pumping” (∆ω < ωp), it
was demonstrated by the results of calculations by
Fal’kovich and Shafarenko [10] that a system of
equidistant peaks at frequencies which were multi-
ples of the pumping frequency was formed on the Iω
curve. The frequency dependence of the peak height is
described by an exponential function with an exponent
of (−21/6),

(5)

Note that relations (4) and (5) were derived for sys-
tems of capillary waves with a continuous spectrum of
wave vectors, i.e., for an idealized infinite surface of
liquid. However, under experimental conditions, with a
limited size of the surface, the ω(k) spectrum is dis-
crete. This fact must be taken into account in comparing
the real correlation function with theoretical prediction.
The effect of discreteness decreases with increasing
frequency ω, because the resonance width defined by
the quality factor increases faster than the distance
between the resonances: the spectrum becomes quasi-
continuous. Pushkarev and Zakharov [9] used numeri-
cal methods to demonstrate that, for discrete systems at
a fairly high level of excitation, relation (4) is also valid.
As the pumping amplitude decreases, a threshold level
is attained below which the system is in the state of fro-
zen turbulence when the oscillation energy is concen-
trated in a finite frequency range, and the energy flux in
the region of high values of k is zero.

Iω ηω
2〈 〉=

Iω ρ 17/6– σ 7/12– n ω( )ω 1/3– .∝

Iω constω 17/6– .=

Iω constω 21/6– .=
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We will define the high-frequency edge of the iner-
tial range (boundary frequency) as the frequency ωb at
which the time τν of viscous damping is comparable by
the order of magnitude with the characteristic time τn of
nonlinear interaction, τn, τν ~ constτn (the kinetic time
of relaxation in a turbulent wave system), where const
is some dimensionless constant.

The characteristic time τn of nonlinear interaction in
a turbulent cascade wave system is defined by the
parameters of the liquid, as well as by the capillary
wave distribution function n(ω), and may be written as

(6)

where Vω ≈ (σ/ρ3/2)ω3/2 is the coefficient of nonlinearity
of capillary waves. The value of τn defines the charac-
teristic scale of times of relaxation of perturbation over
the cascade.

It is known [11] that the time of viscous damping of
capillary waves decreases with increasing frequency as

(7)

Relations (6) and (7) enable one to derive the depen-
dence of the wave frequency ωb on the wave amplitude
ηp at the pumping frequency ωp at which the times of
viscous damping and nonlinear interaction become
equal in order of magnitude (the boundary frequency of
the upper edge of the inertial range),

(8)

The values of the exponents β and γ are defined by the
frequency dependence of the correlation function

In the case of excitation of surface oscillations in a wide
frequency band, the exponent of the distribution func-
tion α = –17/6, with β = 2.4 and γ = 19/5. When the sur-
face oscillation is excited by spectrally narrow pump-
ing with α = –21/6, the exponent β decreases to 4/3, and
γ = 23/9.

During the last decade, several reliable experiments
with water were performed to study the capillary turbu-
lence. The power law dependence on frequency for the
correlation function at frequencies up to 1 kHz was
observed in experiments [12] involving measurements
of the power spectrum of radiation transmitted through
a layer of water whose surface was excited at a low fre-
quency. The exponent of the power function turned out
to be close to the predicted value of −17/6. In the exper-
iments of Wright et al. [13], who also investigated
waves on the surface of water, the exponent in the cor-
relation function was close to −3/2. Quite recently,
experiments were performed [14] in which it was pos-
sible to observe the correlation function with the power
dependence given by Eq. (4) in the frequency range of
approximately 100 to 8000 Hz with resonant pumping
at low frequencies. In this study, a new procedure was

1/τn Vω
2n ω( ),∝

1/τν 2νω4/3 σ/ρ( )2/3.=

ωb η p
βωp

γ .∼

Iω η p
2 ω/ωp( )α .∝
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used: the oscillation amplitude of a spot produced by a
laser on the surface of water with a fluorescent impurity
was measured as a function of time.

Our investigations have shown [15] that, when the
charged surface of liquid hydrogen is excited by an
external periodic electric force at the resonance fre-
quency of the cell, a power law dependence on fre-
quency is observed for the correlation function in
the frequency range from 100 Hz to 10 kHz. In this
case, the exponent in the correlation function was
close to −3.7 ± 0.3. When the surface was excited
simultaneously at two resonant frequencies, the
exponent decreased in magnitude and amounted to
−3.0 ± 0.2 [16].

The boundary frequency of the upper edge of the
inertial range could be experimentally determined for
the first time in [17]. As the wave amplitude ηp at the
pumping frequency ωp increases, the boundary fre-
quency shifts, by the power law given by Eq. (8),
towards high frequencies with the exponent β = 4/3, as
it must for the case of pumping in a “narrow band.”

This paper deals with a more complete investigation
of the dependence of the boundary frequency of the
inertial range on the wave amplitude for three pumping
frequencies. Experimental proof is given of the effect of
the pattern of low-frequency pumping on the exponent
in the correlation function.

3. EXPERIMENTAL PROCEDURE

The experiments were performed in an optical cell
located in a helium cryostat. The experimental scheme
is given in Fig. 1. A plane horizontal capacitor was
placed inside the cell. A radioactive plate was located
on the bottom capacitor plate. Hydrogen was con-
densed into a sleeve formed by the bottom capacitor
plate and a guard ring 25 mm in diameter and 3 mm
high. The layer of liquid was 3 mm thick. The top
capacitor plate (a collector 25 mm in diameter) was
located at a distance of 4 mm above the surface of the
liquid. The temperature of the liquid in the experiments
was 15–16 K.

1

2
3

4Asin(ωt) UU

Fig. 1. Schematic of the experimental cell: (1) laser,
(2) lens, (3) photodetector, (4) ADC.
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The free surface of the liquid was charged with the
aid of the radioactive plate emitting β electrons into the
bulk of the liquid. The electrons emitted by the radioac-
tive plate ionized the thin layer of liquid in the vicinity
of this plate. The dc voltage U was applied between the
capacitor plates. The sign of the charges forming a
quasi-two-dimensional layer below the surface of the
liquid was defined by the voltage polarity. In these
experiments, the oscillation of a positively charged sur-
face was studied. The metal guard ring installed around
the radioactive plate prevented the charges from escap-
ing from under the surface to the container walls.

The oscillations of the surface of liquid hydrogen
(standing waves) were excited with the aid of the ac
voltage applied to the guard ring in addition to the dc
voltage at one of the resonant frequencies.

The oscillations of the surface of liquid hydrogen
were recorded by the variation of the power of a laser
beam reflected from the surface. The beam reflected
from the oscillating surface was focused by a lens onto
a photodetector. The voltage across the photodetector,

–1000

0 0.04

P, arb. units

t, s

–500

0

500

1000

0.08 0.12 0.16

Fig. 2. A fragment of the time dependence P(t) of the voltage
across the photodetector in the case of excitation of the surface
of liquid hydrogen at two frequencies of 28 and 67 Hz.
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Fig. 3. The  distribution in the case of pumping at the

frequency of 28 Hz.
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which was directly proportional to the beam power
P(t), was recorded within several seconds by a com-
puter with the aid of a high-speed 12- or 16-bit analog-
to-digital converter. We analyzed the frequency spec-
trum Pω of the total power of reflected laser beam,
which was obtained by Fourier transformation in time
of the P(t) dependence being recorded. Figure 2 gives
an example of recording a P(t) signal when pumping
the surface at two resonant frequencies ωp equal to 28
and 67 Hz.

A laser beam 0.5 mm in diameter incident on the
surface of the liquid at a graying angle of about 0.2 rad
was used in the experiments. The axes of the ellipse of
the light spot on the surface of the liquid were 2.5 and
0.5 mm. As was observed by Henry et al. [12], given
this size of the light spot, the square of the Fourier

amplitude  of the measured signal is directly propor-
tional to the correlation function in the frequency rep-

resentation, Iω ∝  , at frequencies above 50 Hz.

The procedures for excitation of surface oscillation
and its recording, as well as the procedure of processing
the experimental data, are described in [18].

After the cell was completely filled with liquid
hydrogen, the dc voltage was switched on between the
capacitor plates. Then, the maximal ac voltage of fre-
quency ω was determined, at which the laser beam
angle of deflection had a value known from geometric
considerations (when an oscillating laser beam came in
contact with the guard ring), and the maximal wave
amplitude was calculated. It was found in preliminary
experiments that the wave amplitude at the pumping
frequency depended linearly on the amplitude A of
applied dc voltage. Therefore, the wave amplitudes η
smaller than the maximal value were calculated by the
known experimentally obtained values of dc voltage.

4. EXPERIMENTAL RESULTS

4.1. The Effect of the Type of Pumping 
on the Frequency Dependence 

of the Correlation Function

As follows from relations (4) and (5), the exponent
m in the correlation function Iω ∝  ωm must vary from
m = –21/6 to –17/6 during transition from the narrow-
band to wideband pumping. The measurement accu-
racy proved to be sufficient to form a reliable opinion of
the variation of the exponent m. The experimental capa-
bilities of the procedure made it possible to obtain and
compare the frequency dependences of correlations
functions for three types of excitation of charged sur-
face, namely, at a single resonant frequency, at two res-
onant frequencies, and by noise in a band covering sev-
eral resonances.

Figure 3 gives the dependence  in the case of
excitation of a surface at the resonant frequency of
28 Hz. One can see that the amplitude of the principal

Pω
2

Pω
2

Pω
2
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peak exceeds those of peaks of harmonics by three
orders of magnitude. In the frequency range from 28 to

200 Hz, a dip in the  curve is observed. The non-

monotonicity of the  dependence may be attributed
to special features of the employed method of optical
detection of surface oscillations [18]. As was revealed
by our observations, this may be due, among other
things, to the fact that, in the spectrum Pω of the signal
being recorded, the amplitudes of Fourier harmonics at
low frequencies depend on the position of the laser spot
on the surface of liquid. At the same time, the shape of
the high-frequency part of the spectrum does not
depend on the position of the laser beam, because the
spot size exceeds the wavelengths significantly.

At frequencies above 200 Hz, the height of peaks
decreases monotonically on the average. In the fre-

quency range of 0.2–2.0 kHz, the  dependence may
be well described by a power function. The exponent
obtained by averaging over ten measurements is m =
−3.7 ± 0.3. For comparison, the solid line in the figure
indicates the function ω–21/6, and the dot-and-dash line
indicates the function ω–17/6.

It turned out that the pattern of excitation of surface
wave oscillation largely defines the frequency depen-

dence of . When the surface is excited at two reso-

nant frequencies, the experimentally obtained 
dependences are well described by a power function
with the exponent m = –2.8 ± 0.2, which is close to the
predicted value of m = –17/6. Figure 4 gives the depen-
dence measured in the case of excitation of the surface
at two resonant frequencies ω1 = 28 Hz and ω2 = 67 Hz
(the recording of the P(t) signal is given in Fig. 2). In
Fig. 4, the dot-and-dash line corresponds to the ω–17/6

dependence, and the solid line, to the ω–21/6 depen-

dence. In addition to the principal peaks, the  curve
exhibits peaks corresponding to the combination fre-
quencies pω2 ± qω1, where p and q are integers.

When low-frequency noise is used to excite surface

oscillation, the  distribution turns out to be close to
the predicted dependence given by Eq. (4), as in the
case of excitation at two frequencies. Figure 5 gives the

 distribution in the case of surface excitation by
noise in the frequency band of approximately 1 to 30 Hz.
The solid curve indicates the distribution of the square of
Fourier harmonics of the ac voltage applied to the guard
ring, expressed in arbitrary units. The dot-and-dash line
corresponds to the function ω–17/6. Figure 5 gives the

result obtained by averaging over three files of the 
distribution. The time of recording the P(t) signal in

these experiments was two seconds. The  distribu-
tion may be well described by a power function of fre-
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2
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2

Pω
2
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2

Pω
2
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2
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quency with the exponent m = –2.8 ± 0.2. One can see
that the experimentally obtained dependences turn out
to be close to ω–17/6. This agrees well with the results of
numerical calculation by Fal’kovich and Shafarenko
[10] of the dependence of the exponent m on the pattern
of pumping at low frequencies.

4.2. Dependence of the Boundary Frequency 
on the Wave Amplitude at the Pumping Frequency

As will be shown below, the  distribution
depends both on the type of pumping and on its ampli-
tude. Figures 6 and 7 gives two frequency dependences

of the square of the Fourier amplitude  of the P(t)
signal, measured during surface excitation at the fre-
quency ωp = 290 Hz. In Fig. 6, the wave amplitude ηp

Pω
2

Pω
2

101 102

P2
ω

ω/2π, Hz

ω–17/6

ω–21/6

103 104

106

104

102

100

10–2

10–4

ω1

ω2

ω2 – ω1 ω2 + ω1

Fig. 4. The  distribution in the case of pumping at two

frequencies of 28 and 67 Hz.
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Fig. 5. The  distribution in the case of pumping by noise

at low frequencies. The solid line describes the distribution
of the square of Fourier harmonics of the ac voltage applied
to the guard ring (in arbitrary units).
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Fig. 6. The  distribution with the wave amplitude of

0.0015 mm at the pumping frequency of 290 Hz.

Pω
2

102

P2
ω

ω/2π, Hz
103 104

106

104

102

100

10–2

10–4

ωb

Fig. 7. The  distribution with the wave amplitude of

0.0079 mm at the pumping frequency of 290 Hz.
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Fig. 8. The boundary frequency ωb as a function of the wave
amplitude at the pumping frequencies of 83 (d), 135 (j),
and 290 (r) Hz (in linear coordinates).
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at the pumping frequency was 0.0015 ± 0.0002 mm; in
Fig. 7, ηp = 0.0079 ± 0.0008 mm with the wavelength
λ = 1.39 mm. The arrows indicate the frequencies at

which an abrupt variation of the  dependence
occurs—the edge of the inertial range. For the pumping
frequency ωp = 135 Hz, similar results are given in [17].
In Fig. 6, the boundary frequency of the edge of the
inertial range is ωp = 1700 ± 200 Hz, and, in Fig. 7, ωb =
4200 ± 1000 Hz. One can clearly see that, as the wave
amplitude increases, the boundary frequency of the
inertial range shifts towards higher frequencies.

When the pumping wave amplitude is not high, a
cascade consisting of only several harmonics of the

pumping frequency ωp is realized in the  spectrum.
When the pumping wave amplitude increases, the iner-

tial range is expanded, and the  spectrum comes to
be made up of tens and even hundreds of harmonics.

Figure 8 gives three dependences of the boundary
frequency of the edge of the inertial range ωb on the
wave amplitude ηp at the pumping frequencies of 83,
135, and 290 Hz. The ordinates of the points (frequen-
cies) shown in the figure were estimated from the
experimentally obtained curves similar to the curves
given in Figs. 6 and 7. The pumping wave amplitudes
were calculated by the known values of ac voltage
applied to the guard ring. One can see that the experi-
mentally obtained dependences ωb(ηp) may be
described by power functions with the exponent close
to unity.

The solid curves in the figure correspond to the
power law dependences of the boundary frequency of
the inertial range ωb on the amplitude ηp, with the expo-
nent of 4/3. For better agreement between the predicted
curve and experimental data, relation (8) includes the
constant term independent of the wave amplitude at the
pumping frequency. From simple physical consider-
ations, it is clear that the boundary frequency ωb cannot
be less than the pumping frequency ωp. The results of
fitting are given in Fig. 8. One can see that adequate
agreement is reached between the experimental points
and the predicted dependence. The constant term
turned out to exceed the pumping frequency ωp by a
factor of 2–3.

The amplitude dependence of the boundary fre-
quency ωb (as given by Eq. (8)) implies the existence of
scaling with respect to the pumping frequency ωp: the
experimental points for ωb, irrespective of the pumping
frequency ωp, must fit a single straight line in the coor-

dinates ωb/  and η4/3 with m = –21/6. Figure 9 gives
the result of plotting of experimental data in such
reduced coordinates. One can state that the experimen-
tal points for three pumping frequencies fit the straight
line well. This supports the validity of our assumption
of the determining effect of viscosity when estimating

Pω
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Pω
2

Pω
2

ωp
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the value of the frequency of the high-frequency edge
of the inertial range.

Note that, in the case of low pumping frequencies

ωp < 60 Hz, we failed to derive reliable  depen-
dences with a clearly visible termination of the inertial
range. This may be associated with the insufficiently
wide experimental dynamic range of measurement of
the P(t) signal. We failed to fully utilize the amplitude
range of a 16-bit ADC because of instrument noise.

5. DISCUSSION

We recall that, under conditions of our investiga-
tions, the correlation function is directly proportional to
the square of Fourier harmonic of the signal being mea-

sured, Iω ~ . Therefore, the results given in Figs. 3–
5 demonstrate that the frequency dependence of the
correlation function is defined by the pattern of surface
excitation at low frequencies. In the case of pumping at
a single fixed frequency, the correlation function is
described by the power law dependence with the expo-
nent m = –3.7 ± 0.3. The exponent decreases in magni-
tude to m = –2.8 ± 0.2 in the cases of pumping at two
resonant frequencies and by noise in a band of frequen-
cies. This variation of the frequency dependence of the
correlation function agrees both qualitatively and quan-
titatively with the predictions of theory (formulas (4)
and (5)).

The dependence of the boundary frequency on the
wave amplitude at the pumping frequency is well
described by relation (8) given below with the exponent
β = 4/3, derived for the case of narrowband pumping. It
is noteworthy that, in reduced coordinates, all experi-
mental points adequately fit a single curve. This agrees
with the predictions of the model of [10]. Note that, in

Pω
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Pω
2

1

0 0.005

ωb/ωp
23/9 × 102

η4/3, mm4/3

2

3

4

0.010 0.015 0.020

Fig. 9. The same as in Fig. 8, with the pumping frequencies
of 83 (s), 135 (h), and 290 Hz (e) in reduced coordinates.
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the case of a low pumping frequency, ωp = 28 and
67 Hz, one cannot reliably record the high-frequency
edge of the inertial range.

One can use relations (3) and (5), write the correla-
tion function in the case of narrowband pumping as

and derive the relation

(9)

In the experiment, only the wave amplitude ηp and the
boundary frequency ωb are measured, with the time of
nonlinear interaction τn estimated using the assumption
made above (according to this assumption, at the
boundary frequency ωb, the time of nonlinear interac-
tion is comparable in order of magnitude with the time
of viscous damping, τn ~ τν). Therefore, in relation (9)
at a frequency ω = ωb, the time τn may be replaced by
τν, which gives

(9a)

The time of viscous damping τν at the frequency ωb is
calculated by the known values of the parameters of the

liquid by formula (7). The calculated values of τν/
as a function of the wave amplitude ηp are given in
Fig. 10. One can see that the experimental points are
adequately described by relation (9a). This agreement
is better at the pumping frequencies of 290 and 135 Hz
than at the pumping frequency of 83 Hz.

When a surface is excited in a wide frequency
band, the exponent is m = –17/6, and relation (9a)
transforms to

Iω η p
2 ω/ωp( ) 21/6– ,∝

τn/ω1/6 η p
–2.∝

τν/ωb
1/6 η p

2– .∝

ωb
1/6

τνωb
1/2 η p

2– .∝

10–3

10–4 10–3

η, mm

10–2

10–1

10–2 10–1

Fig. 10. The dependence of the function τν/  on the

wave amplitude at the pumping frequencies of 83 (s), 135
(h), and 290 Hz (e) in logarithmic coordinates.

ωb
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τν/ωp
1/6 s7/6,
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The latter relation differs significantly from the experi-
mentally observed dependence given in Fig. 10.
Therefore, one can conclude that the experimental
results obtained in the case of surface pumping at a sin-
gle resonant frequency are well described within the
model of [10].

6. CONCLUSION
It has been experimentally demonstrated for the first

time that the pattern of excitation of surface oscillations
at a low frequency affects the frequency dependence of
the correlation function of the surface deviation from
equilibrium and, consequently, the energy distribution
over the surface oscillation frequencies. In the case of
pumping at a single resonant frequency, the correlation
function is described by the power function of fre-
quency with the exponent m = –3.7 ± 0.2, which is close
to the predicted value of m = –21/6. This corresponds to
the stationary spectrum of turbulence Eω ∝ ω –13/6.

In the case of wideband pumping or excitation of a
surface at two resonant frequencies, the observed expo-
nent is m = –2.8 ± 0.2, and theory gives m = –17/6. With
this value of the exponent, the known law of energy dis-
tribution is derived, Eω ∝ ω –3/2.

We have experimentally observed the boundary fre-
quency of the inertial range for developed capillary tur-
bulence on the surface of liquid hydrogen. It has been
found that the inertial range expands towards high fre-
quencies with increasing wave amplitude at the pump-
ing frequency. The wave amplitude dependence of the
boundary frequency may be well described by a power
function with the exponent of 4/3. It has been demon-
strated that the experimental data agree well with the
existing theory of weak wave turbulence.
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FLUIDS
The Instability of the Surface of Helium Crystal
in a Superfluid Flow
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Abstract—The problem on crystal growth under conditions of normal incidence of fluid on the boundary is
investigated for stability. The threshold velocity of the emergence of instability is found; at low temperatures,
this velocity proves to be much lower than the sound velocity. The stability is examined of the shape of cylin-
drical crystal in a fluid flow parallel to the crystal axis. The behavior of the atomically rough surface of crystal
helium is experimentally investigated in a jet of fluid in the temperature range from 1 to 1.4 K, where the emer-
gence is observed of an instability of the type previously predicted by Kagan, as well as by Nozieres and Uwaha.
Observations reveal that, below the roughening transition, the (0001) basal face is stable in a jet of fluid. © 2002
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The equilibrium form of a crystal in contact with a
stationary fluid in the absence of the gravitational field
is defined by the minimum of the surface energy α [1].
At a temperature above that of the roughening transi-
tion, the surface is in the atomically rough state, the
angular dependence of the surface energy exhibits no
singularities, and the crystal has a smooth rounded sur-
face. The effect of additional factors (hydrostatic pres-
sure gradient, internal stresses, pressure of electrons
localized above the interface on the crystal surface,
flows of heat or fluid) brings about a variation of the
steady-state shape of crystal. In this case, two condi-
tions must be valid at each point of the surface, namely,
the equality of pressures (with due regard for the curva-
ture) and of chemical potentials. It follows from the lat-
ter requirement that, during the times available in the
experiment, a steady-state shape may only be attained
in the case of a sufficiently high rate of surface growth.
Of known substances, only 4He crystals fit this crite-
rion, because, as was theoretically predicted [2] and
experimentally demonstrated [3], the rate of growth of
the atomically rough surface of helium is high.

The first type of interfacial instability was discov-
ered by Bodensohn et al. [4] on the surface of a helium
crystal, above which electrons were localized. As the
pressing field increased, an electrocapillary instability
developed on the charged crystal surface [5], which was
similar to the instability of the charged surface of super-
fluid liquid helium (see review [6]). This type of insta-
bility is not specific to the phase boundary. The second
type of instability was also described in [4]. This insta-
bility characteristic just for the phase boundary was
predicted by Grinfel’d [7]. It is caused by mechanical
stresses arising in a crystal during its cooling as a result
1063-7761/02/9503- $22.00 © 20455
of thermal compression. The instability leads to the
emergence of a periodic structure with a step of the
order of the capillary constant on the surface. In all of
these cases, the crystal surface is in contact with a sta-
tionary fluid.

The surface instability arising during the flow of
heat through a surface was theoretically studied by
Bowley and Nozieres [8]. They have shown that a sur-
face becomes unstable when the heat flux from the fluid
to crystal exceeds the critical value. It follows from the
estimates of Bowley and Nozieres [8] that the instabil-
ity of this type, owing to the high mobility of the sur-
face of helium crystal, develops at such a high temper-
ature gradient that is hardly attainable in real experi-
ments, as was pointed out by the authors themselves.

A qualitatively different situation is observed in the
case when a superfluid flows parallel to the crystal sur-
face. The case of T = 0 was treated by Nozieres and
Uwaha [9] and Kagan [10], who demonstrated that a
tangential flow of fluid with a finite kinetic coefficient
of growth brought about an absolute instability of the
surface. In the gravitational field, an addition associated
with the hydrostatic pressure gradient stabilized the
surface. The minimal critical velocity of fluid flow was
approximately 4 cm/s. It was assumed in the studies
cited above that the parameters of the surface in contact
with the moving fluid did not change significantly. Note
that the instability of tangential discontinuities in con-
ventional hydrodynamics exhibits similar features [11].

It was demonstrated by Andreev [12] that the
assumption of the invariability of the parameters of the
interface in contact with the flow is not valid for sur-
faces which differ from the atomically smooth basal
face by the presence of a low concentration of steps
(vicinal faces). The variation of the thermodynamic
002 MAIK “Nauka/Interperiodica”
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Fig. 1. The development of instability at T = 1.412 K. At the moment of time t = 0 (a), the emission from the needle point begins.
The field of vision is 5.5 × 4.9 mm2; t = 1.25 (b), 2 (c), and 2.3 s (d). The arrows in frame (b) indicate the recess formed on the
growing crystal “stalagmite.” On the frame (d) one can see the development of cylindrical instability. Waists are formed on the sur-
face, which break the crystal “stalagmite.”

(a) (b)

(c) (d)
characteristics of the surface turned out to be so strong
as to cause a variation of the surface profile. With the
velocity of fluid motion being as low as is desired, these
faces are unstable relative to spontaneous formation of
pairs of steps oriented in the direction normal to the
velocity of liquid. Such an instability results in a pecu-
liar cylindrical faceting of crystal. This result was
obtained assuming that the general variation of the
crystal shape was moderate.

The experimental verification of predictions was
made difficult by the fact that the development of a con-
trolled flow of fluid in a closed container is a complex
procedural problem. It is known that heat fluxes in
superfluid helium bring about the motion of the normal
component and the emergence of a counter superfluid
flow. However, it is shown by estimates that, in order to
attain the critical velocity of tangential instability in
acceptable geometry (for example, a flow in a slot of
1 × 10 × 10 mm3), a power of the order of 10 mW is
required, which is hard to combine with the low helium
temperature. Note that distortions of the surface by
flows of heat and helium were observed in some studies
(for example, [13]), where they presented a secondary
interfering factor. We develop a flow of helium by
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entraining a fluid by charges emitted by a sharp point.
In the case of incidence of a jet of fluid onto a surface
in the atomically rough state, an instability of the crys-
tal–liquid helium interface was observed. In Section 2,
the experimental procedure is described and the results
of observations are given. In Section 3, possible reasons
for such a phenomenon are examined. Section 4
describes the observations of the interaction between a
jet and the (0001) crystal face below the roughening
transition.

2. DESCRIPTION OF THE EXPERIMENT
AND THE BASIC RESULTS

The experiments were performed in an optical con-
tainer [14] placed in a 3He optical cryostat [15]. The
crystal was grown from thermomechanically purified
helium. A jet of helium was developed using the motion
of electrons emitted by a tungsten needle located within
the container (see Fig. 1). The sufficiently high voltage
resulted in a cold emission of electrons entraining liq-
uid helium. The observation was performed using a
CCD module generating a black-and-white TV signal
which was then recorded on a videotape recorder and
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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simultaneously digitized and stored in a computer [16].
The crystal was illuminated by a pulse infrared light-
emitting diode. The light flash duration was 15 µs.

In order to study the instability, a crystal was grown
filling the container such that the distance from the tip
to the surface was 1–2 mm (see Fig. 1a). The crystal ori-
entation was selected such that the surface was in the
atomically rough state at given temperatures. Then, a
voltage in the range from 1 to 2.5 kV was applied to the
needle. The surface profile did not vary before the emis-
sion began. The increase in the pressure associated with
the electrostatic field at a distance of 1 mm is too small
for appreciably shifting the surface. Then, when the
emission begins, but the flow is still low, a protuberance
is formed opposite the needle point. For constant volt-
age, the protuberance remains on the surface without
increasing in height. Its minor shifts and surface vibra-
tions are observed; this is apparently associated with
the unsteady-state pattern of current and, as a conse-
quence, of the fluid flow. Given some value of the volt-
age, the protuberance starts growing in the direction
towards the needle (see Fig. 1b). Note that, at the begin-
ning of the development of instability, the end of the
cylindrical “snout” sometimes has a hemispherical
recess in the middle; in Fig. 1, this recess is indicated
by arrows. Then, the protuberance narrows in its top
portion and continues to move towards the needle point
until contact. In the process of crystal growth towards
the flow of fluid and after coming in contact with the
needle, waists are observed on the cone-shaped surface
of the crystal (Fig. 1d), which decrease with time,
sometimes up to complete separation of the crystal
from the base.

Therefore, in the case of low emission currents and
fluid flows, one observes (with reservations specified
above) a stable variation of the surface profile; after
some critical value of the velocity is exceeded, the sur-
face becomes unstable. One must emphasize that the
emergence of protuberance is not associated with the
electron pressure on the surface under the effect of the
electrostatic field of the needle. As was experimentally
observed by Leiderer [4], the electron pressure brings
about a surface deflection; i.e., this effect has the oppo-
site sign. Note that a surface deflection under the effect
of the electron pressure was observed in a stationary
fluid as well [17]. In [17], as well as in [4], this effect
was utilized for measuring the kinetic coefficient of
growth of the liquid–solid interface. Hence, it follows
that this phenomenon is kinetic rather than static. The
crystal growth towards the needle is not associated with
the heat flux to the surface either. At the investigated
temperatures, the crystallization heat is other than zero
and positive; therefore, the heat flux must have melted
the surface, i.e., must have formed a recess on the phase
boundary.

This pattern of development of instability on an
atomically rough surface is typical of all investigated
temperatures from 1.01 to 1.41 K. With cooling,
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because of the increase in the kinetic coefficient of
growth, the time of instability development decreases.
Note that in these experiments the crystal shape after
coming in contact with the needle does not become sta-
tionary. One can assume that the reason for this has to
do both with the nonstationarity of the cold emission
current and with the nature of instability. As was
revealed by direct measurements, the emission current
from the needle in these experiments varies strongly
with time: by one (sometimes two) orders of magnitude
from 1 to 100 nA within several seconds. Evidently, the
additional electrostatic pressure in the vicinity of the
needle point leads to the solidification of helium on the
needle and blocking of the electron motion, because the
mobility of negative charges in the crystal at this tem-
perature is much less than the charge mobility in the
fluid. For these reasons, we failed to determine with
acceptable accuracy the threshold value of current
causing the instability. The range of critical velocity is
estimated in Subsection 3.1.

3. MECHANISMS OF INSTABILITY

3.1. General Remarks

We will assume for simplicity that liquid helium is
an ideal incompressible liquid whose flow is potential,
and the surface energy α and the coefficient G of kinetic
growth of crystal are isotropic and independent of the
fluid velocity. This restricts the region to be analyzed to
that of flow velocities which are much lower than the
sound velocity.

The emergence and growth of a protuberance at the
site of jet incidence is attributed to the high pressure at
the jet center. At the critical point on the surface, where
the velocity is zero, the pressure exceeds the ambient
pressure by ρv 2/2 ([11], p. 38). The emergence of a pro-
tuberance leads to an increase in the surface curvature
at the critical point, to a rise of pressure in the crystal,
to a decrease in the chemical potential difference, and,
as a result, to a deceleration of growth. If the “stalag-
mite” height and the surface curvature compensate for
the chemical potential difference, the crystal growth
will cease and the surface shape will become stationary.
If the equality is not attained, the crystal growth contin-
ues until coming in contact with the needle point. As is
revealed by the experiment, the surface comes to be
quasi-stationary with the protuberance size R ≤ 1 mm,
which gives the following estimate for the jet velocity:

(1)

Here, ρ and ρ' denote the helium density, ∆ρ = ρ' – ρ;
here and below, the prime indicates the solid phase. In
the experiment, the surface curvature in the vicinity of
the top of the crystal “stalagmite” reaches 0.03 mm,
which gives the estimate of ~50 cm/s for the velocity.
The surface symmetry reflects the jet symmetry, which

v
α

R∆ρ
----------- 10 cm/s.∼≤
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is close to axial. As the jet spreads along the crystal sur-
face, the fluid velocity decreases.

3.2. The Stability of the Surface in Contact
with Moving Fluid

3.2.1. The instability of a flat surface under con-
ditions of crystal growth. We will treat the incidence
of a fluid flow at a constant velocity v 0 with an arbitrary
angle θ onto the surface of a crystal. We will direct the
z axis normally to the surface. The normal component
of flow v 0z brings about the crystal growth at a constant
rate V. The perturbed surface has the z coordinate Vt +
ζ(x, t). The normal n to the surface and the unit tangent
vector m are given by the expressions

(2)

It is demonstrated in [9, 10] that the boundary condi-
tions are derived from the laws of conservation of mass
j, momentum Παβ, and energy Q,

(3)

(4)

(5)

The conservation of mass flow given by Eq. (3) in a lin-
ear approximation with respect to ∂ζ/∂x gives the
expressions which relate the rate of crystal growth to
the velocity of fluid flow under conditions of steady
growth and the relation for minor surface deviations
from the plane,

(6)

The conservation of the flow of momentum (5) and
energy (4) (for more detail, see [9]) leads to the follow-
ing expression for the chemical potential difference:

(7)

It is assumed that the crystal is stationary and the surface
energy is isotropic, R1, 2 denotes the principal surface cur-
vatures, and δp is the deviation of the fluid pressure from
the equilibrium pressure in the case of a plane interface.
The rate of surface growth is defined by the expression

(8)

n ∂ζ
∂x
------– 1, 

  , m 1
∂ζ
∂x
------, 

  .= =

nα jα' nα jα ,=

nαQα' nαQα ,=

nαΠαβ' nβ nαΠαβnβ,=

nαΠαβ' mβ nαΠαβmβ.=

V
ρ

∆ρ
-------v 0z, ∆ρ∂ζ

∂t
------– ρ v z v x

∂ζ
∂x
------– 

  .–= =

δµ ∆ρ
ρρ'
--------δp

α
ρ'
---- 1

R1
----- 1

R2
-----+ 

 –
1
2
---v 2.+=

∂ζ
∂t
------ Kδµ,=
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where K is the kinetic coefficient of growth. The motion
of ideal fluid is described by the Laplace equation,

(9)

We will introduce minor oscillations of the surface and
fluid,

(10)

satisfying the Laplace equation. In view of the
boundary conditions given by Eqs. (6) and (7) and of
relations (8) and (9), we derive the dispersion equation
for crystallization waves,

(11)

For a stationary fluid, Eq. (11) gives the known law of
dispersion of crystallization waves [2]. For a slip flow
of fluid (v 0z = 0), the equation derived in [9, 10] is
obtained, which gives the instability at velocities higher
than 4 cm/s. For a purely normal incidence of fluid
(v 0 ≡ v 0z), when a monotonic growth (or melting) of
crystal occurs, Eq. (11) takes the form

(12)

It was observed by Nozieres and Uwaha [9] that a nor-
mal flow does not change the law of dispersion of crys-
tallization waves, as is confirmed by the form of the
equation. However, one can see in Eq. (12) that, under
certain conditions, an instability arises, which was not
mentioned by Nozieres and Uwaha [9]. While the
expression in brackets is positive, the imaginary parts
of the equation roots are negative, and minor perturba-
tions decay with time. When the condition

(13)

is valid, the imaginary parts of both roots become pos-
itive, and the perturbations increase exponentially with
time. It follows from condition (13) that the flow veloc-
ity is negative, i.e., the given instability is asymmetric
about the processes of melting and solidification and
develops just under conditions of crystal growth. The
temperature dependence of the magnitude of boundary
velocity v c, calculated by the values of the kinetic coef-
ficient of growth, is given in Fig. 2. The supersaturation
values are calculated by the same formula. Note that the
conservation of the linear dependence between the
growth rate and supersaturation may be disturbed in the
case of low temperatures and significant deviations
from equilibrium. For this reason, the supersaturation

∆ϕ 0, v ∇ϕ , δp ρ ∂ϕ
∂t
------

1
2
---v 2 gζ+ + 

  .–= = =

ζ x t,( ) ζ0 –iωt ikx+( ),exp=

ϕ x z t, ,( ) ϕ0 –iωt ikx kz–+( ),exp=

ω2 ωk 2
ρ

∆ρ
-------v 0x i

ρ
∆ρ
-------v 0z

1
K
---- ρρ'

∆ρ2
---------+ 

 ++

+ k2 ρ
∆ρ
------- 

 
2

v 0x v 0x iv 0z+( ) αρ
∆ρ2
---------k3–

g
∆ρ
-------k– 0.=

ω2 iωk
ρ

∆ρ
-------v 0

1
K
---- ρρ'

∆ρ2
---------+ 

  αρ
∆ρ2
---------k3–

g
∆ρ
-------k–+ 0.=

v 0 v c< 1
K
---- ρ'

∆ρ
-------–=
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values given in Fig. 2 must be treated as rather rough
estimates. One can see in the plot that, in the range from
1 to 1.4 K, the flow velocity necessary for the given insta-
bility to develop is in the range from 10 to 100 m/s, which
corresponds to the crystal growth rate of 100–1000 m/s.
No such rates were attained in our experiment.

3.2.2. Cylindrical crystal in a slip flow of fluid.
The emergence of waists on the crystal “stalagmite” is
outwardly similar to the process of capillary instability
of a fluid jet [18]. However, the processes responsible
for the collapse of the cylindrical shape differ consider-
ably; therefore, the results of [18] cannot be applied to
our case. Suffice it to say that the displacement of the
crystal surface is caused by the kinetics of the phase
boundary; this is fundamentally different from the case
of a fluid jet.

We will treat the stability of a cylindrical crystal of
radius R along whose surface and in parallel with the
axis a superfluid flows at a velocity v. In the axisym-
metric case, all quantities depend on the z coordinate
along the crystal axis and on the distance r to the axis.
We will introduce minor deviations ζ of the radius with
the wave vector k along the cylinder axis,

(14)

where Kn is the Bessel function of the nth order of an
imaginary argument (see Eqs. (9)). In view of condi-
tions (6)–(9) and (14), we derive the dispersion equa-
tion for minor oscillations,

(15)

which is a generalization of Eq. (11) for a cylindrical
surface disregarding the gravitational force. The cylin-
drical geometry leads to a variation of the law of disper-
sion of crystallization waves in the absence of fluid
flow. For perturbations with the wave vectors k < 1/R,
roots with a negative imaginary part, i.e., exponentially
growing with time, are observed. Therefore, the cylin-
drical shape of crystal is unstable, similarly to the fluid
jet instability. At T = 0 (1/K  0), the fluid flow brings
about a wave frequency shift (Doppler effect), as in the
case of a flat surface. The instability in this case, as in
the previous one, develops at low values of wave vec-
tors. As the flow velocity increases, the instability
boundary shifts towards the region of high values of
wave vectors; i.e., the instability occurs on smaller
scales. Therefore, a flow of fluid along the crystal “sta-
lagmite” surface promotes the development of instabil-
ity associated with shape. As was experimentally
observed, an increase in the amplitude of cylindrical
oscillation in some cases leads to the breaking of the
“stalagmite.”

ζ z t,( ) ζ0 –iωt ikz+( ),exp=

ϕ z r t, ,( ) ϕ0K0 kr( ) –iωt ikz+( ),exp=

ω2 ωk 2
ρ

∆ρ
-------v i

1
K
---- ρρ'

∆ρ2
---------

K1 kR( )
K0 kR( )
------------------++

+ k2 ρ
∆ρ
------- 

 
2

v 2 αρ
∆ρ2
--------- k3 k

R2
-----– 

  K1 kR( )
K0 kR( )
------------------– 0,=
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
4. INTERACTION 
BETWEEN A JET AND CRYSTAL FACE

At a temperature below approximately 1.3 K, (0001)
equilibrium faces of basal planes arise and, below

0.9 K, (10 0) side faces. The behavior of a face in a jet
differs qualitatively from that of an atomically rough
surface. Shown in Fig. 3 are stages in the development
of instability of the crystal shape at 0.781 K, when a
flow of fluid is directed to the basal plane oriented
almost in parallel with the container bottom, so that the
facet plane is parallel to the line of sight. The effect of
the jet, as in the previous case, brings about the crystal
“attraction” to the needle. However, at all of these
stages of the process, one can see the basal face plane.
Even in the strongest flow in the vicinity of the needle
point, this plane is observed (Fig. 3, the last four
frames). Unlike the atomically rough surface, no con-
tact between the needle and crystal is observed. The
flow of fluid directed at an angle to the facet entrains the
latter, so that a flat crystal bridge is formed which
accompanies the jet to the container wall. One can see
in Fig. 3 that this bridge preserves the crystal orienta-
tion, i.e., the jet does not destroy the faceting of the
basal plane even in the strongest possible flow. The
observed pattern is not stationary; this is apparently due
to the reasons specified above. After the crystal bridge
comes in contact with the wall, it melts down. A face
remains on the crystal, which serves a nucleus for gen-
eration of a new bridge. Therefore, the effect produced
by the jet at velocities attained in the experiment is
insufficient to destroy the basal faceting. Note that we
failed to observe the cylindrical faceting predicted by
Andreev [12] for tangential flow of fluid. This fact does

1

Fig. 2. The critical velocity as a function of temperature
under conditions of normal incidence of flow onto the inter-
face. The dashed curve indicates the value of critical veloc-
ity for tangential flow of fluid.
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Fig. 3. The interaction between a jet of fluid and crystal below both roughening transitions, T = 0.781 K. The crystal lies on the basal
plane. The field of vision is 8.9 × 5.6 mm2. The numerals on the frames give the time in seconds from the moment the flow-inducing
voltage is applied. The basal face is retained in the case of maximal flows. One can see the formation of a bridge from the crystal
to the side internal wall of the container under the effect of the jet.
not contradict the results of [12], because this theoreti-
cal inference was made by Andreev assuming a minor
variation of the entire crystal shape, and this assump-
tion was clearly not valid in the experiment.

5. CONCLUSIONS

Thus, we managed to observe in the experiment a
hydrodynamic instability of the phase boundary, which
JOURNAL OF EXPERIMENTAL 
was apparently close to that predicted by Kagan [10]
and Nozieres and Uwaha [9]. Theoretical analysis
revealed a new type of instability showing up during the
crystal growth under conditions of normal incidence of
flow onto the boundary. It has been further demon-
strated that the high rate of surface growth brings about
an instability of the cylindrical shape of crystal, with
the flow of fluid shifting the instability scale into the
region of smaller lengths.
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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We have not yet found a theoretical explanation for
the experimentally observed behavior of the basal facet
in the flow of fluid below the roughening transition.
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Abstract—The viscoelastic properties of a two-phase medium with a chaotic structure are calculated over the
entire concentration range. The conditions for a monotonic and singular behavior of effective viscoelastic prop-
erties are established. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

If a body is subjected to an external force, strains
appear in it, and the body itself becomes stressed. If this
stress always exists during the action of the force and
instantly disappears when this action ceases, then the
body is ideally elastic. In this case, the relation between
the stress tensor σ and the strain tensor ε is described by
Hook’s law [1]

(1.1)

where C is the elastic modulus tensor and S is the com-
pliance modulus tensor.

When the strain is irreversible, i.e., when a body
exhibits percolation, the stress decreases rapidly and
recovers again because of the displacement of struc-
tural elements. If the shape and state of the structural
elements do not undergo any variations in this case,
then the body is ideally viscous, and its behavior is
described by the Newton equation [2, 3]

(1.2)

where η is the liquid viscosity.
Most real bodies are viscoelastic and obey laws

(1.1) and (1.2) only under certain conditions. Because
of this, the concept of the stress decay time or the relax-
ation time τ is introduced to characterize a strain-stress
state of real bodies. For absolutely elastic bodies, τ  0,
whereas, for ideally viscous bodies, τ  ∞. Real vis-
cous, anomalous viscous, and viscoelastic media are
located in the interval 0 < τ < ∞.

If an external force is periodic, the stress and strain
change as [2, 3]

(1.3)

where  and  are the stress and strain amplitudes,
ω is the circular frequency, and ϕ is the loss angle.

σ Cε, ε Sσ,= =

σ ηdε
dt
-----,=

σij t( ) σij
0 eiωt, εkl t( ) εkl

0 ei ωt ϕ–( ),= =

σij
0 εij

0
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If only one relaxation process proceeds in the body,

then the amplitudes  and  satisfy Hook’s law, i.e.,

(1.4)

where cijkl are components of the elastic modulus tensor
and sijkl are components of the compliance tensor.

In an ideal elastic medium, ϕ = 0, and the relation
between the stress tensor σ and the strain tensor ε is
described by Hook’s law (1.1) for an elastic medium.

If ϕ ≠ 0, then, taking (1.3) into account, we obtain

(1.5)

In this case, it is convenient to introduce the concept of
the complex compliance S*(ω),

(1.6)

and represent Hook’s law in the form

(1.7)

where

(1.8)

S '(ω) is the accumulation compliance, and S ''(ω) is the
loss compliance.

We can show that the relative scattering of the elas-
tic energy is related only to the imaginary component
S ''(ω) of elastic moduli [2, 3]. For this reason, ϕ is usu-
ally called the internal friction of a material or the loss
angle.

Below, we will consider isotropic media, for which,
similarly to (1.8), the concept of a complex bulk elastic
modulus K*(ω) can be introduced [3]:

(1.9)

where

(1.10)

σij
0 εij

0

σij
0 cijkl ω( )εkl

0 , εij
0 sijkl ω( )σkl

0 ,= =

εij Sijkl ω( )e iϕ– σkl.=

S∗ ω( ) S ω( )e iϕ–  = S ω( ) ϕ i ϕsin–cos( ),=

ε S∗ ω( )σ,=

S∗ ω( ) S' ω( ) iS'' ω( ),–=

K∗ ω( ) K' ω( ) iK'' ω( )+ K' ω( ) 1 + i ϕtan( ),= =

ϕtan K'' ω( )/K' ω( ).=
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The complex shear modulus µ* and the complex vis-
cosity η* can be written in the form [2, 3]

(1.11)

(1.12)

(1.13)

The relation between µ'(ω), µ''(ω), and η'(ω), η''(ω) has
the form

(1.14)

For a medium representing a Newton liquid, we have

(1.15)

Viscoelastic media have been described by a variety
of models involving a combination of a spring and a
piston in a viscous liquid. In this (one-dimensional)
case, Hook’s and Newton’s laws have the form [2]

(1.16)

(1.17)

A sequential combination of these elements corre-
sponds to the Maxwell model, while their parallel com-
bination corresponds to the Kelvin–Voigt model
(Fig. 1).

The inverse transition from the models to a continu-
ous medium is performed by replacing the force F and
displacements x by stresses σ and strains ε.

1.1. The Maxwell Model

The Maxwell model is shown in Fig. 1a. Here, the
total strain ε consists of the elastic (ε0) and viscous (εm)
components:

(1.18)

The rate of variation of the elastic strain is

(1.19)

because ε0 = σ/µ∞, where µ∞ = µ(ω)|ω → ∞ is the nonre-
laxed value of the shear modulus (ω  ∞). A varia-
tion of the viscous strain with time is related to the
stress by the expression

(1.20)

where η is the viscosity of the medium.
Thus, we obtain

(1.21)

µ∗ ω( ) µ' ω( ) iµ'' ω( ),+=

η∗ µ∗ /iω,=

η∗ ω( ) η' ω( ) iη'' ω( ).–=

µ' ω( ) ωη'' ω( ), µ'' ω( ) ωη' ω( ).= =

µ∗ ω( ) iωη' ω( ).=

FH kx,=

FN ηdx
dt
------.=

ε ε0 εm.+=

dε0

dt
--------

1
µ∞
------dσ

dt
------,=

dεm

dt
---------

σ
η
---,=

dε
dt
-----

1
µ∞
------dσ

dt
------ σ

η
---.+=
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For the time-independent strain

(1.22)

we obtain the solution of Eq. (1.21)

(1.23)

which characterizes the dependence of the stress on
time t, i.e., the relaxation of the body. The ratio τε =
η/µ∞ is the Maxwell stress relaxation time.

In the case of the periodic action ε = ε0eiωt, taking
(1.21), we obtain

which yields

(1.24)

i.e., the complex shear modulus for the Maxwell
medium is

(1.25)

1.2. The Kelvin–Voigt Model

In the Kelvin–Voigt model (Fig. 1b), the elastic (σ1)
and viscous (σ2) elements are connected in parallel. In
this case,

(1.26)

or

(1.27)

which yields

(1.28)

dε
dt
----- 0,=

σ t( ) σ0 t/τε( )–[ ] ,exp=

σ0µ∞eiωt iωησ0eiωt+ ηµ∞iωεeiωt,=

σ
µ∞iωτεε
1 iωτε+
--------------------;=

µ∗ ω( )
µ∞iωτε

1 iωτε+
--------------------, τε

η
µ∞
------.= =

σ σ1 σ2,+=

σ 2µ0 ε τσ
dε
dt
-----+ 

  , τσ
η
µ0
-----,= =

ε σ
µ0 1 t/τσ–( )exp–[ ]
----------------------------------------------.=

(a) (b)

Fig. 1. Models of viscoelastic properties: (a) Maxwell
model; (b) Kelvin–Voigt model.
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Here, µ0 = µ(ω)|ω = 0 is the relaxed value of the shear
modulus (ω  0).

If the action is periodic, then, taking (1.27) into
account, we obtain for the Kelvin–Voigt medium

Therefore,

(1.29)

i.e., the complex shear modulus for the Kelvin–Voigt
medium is

(1.30)

1.3. The Zener Model

The main disadvantage of the Maxwell model is that
the static shear modulus µ0 vanishes in this model,
while the drawback of the Kelvin–Voigt model is that it
cannot describe the stress relaxation.

The Zener model (the model of a standard linear
body) [2] is devoid of these disadvantages. This model
combines the Maxwell and Kelvin–Voigt models and
describes strains closely to the real process.

The elasticity equation for a standard linear body
can be written in the form [2]

(1.31)

where

and ω is the frequency of the action on a sample. By
applying the Fourier transform to (1.31), we obtain [2]

where  and  are the Fourier transforms of σ and ε. It
follows from this that the complex shear modulus for a
standard linear body is

(1.32)

Taking (1.11) into account, we obtain

(1.33)

(1.34)

σ0eiωt µ0 ε0eiωt τσiωε0eiωt+( ).=

σ µ0 1 iωτσ+( ), τσ η /µ0;= =

µ∗ µ0 1 iωτσ+( ).=

σ τε
dασ
dtα---------+ µ ε τσ

dαε
dtα--------+ 

  ,=

µ0 µ ω( ) ω 0= , µ∞ µ ω( )
ω ∞→
lim , τε/τσ µ0/µ∞,= = =

σ iωτ( )ασ+ 2µ0 σ iωτ( )αε+( ),=

σ ε

µ∗ ω( ) µ∞
µ∞ µ0–

1 iωτε( )α+
---------------------------.–=

µ∞ µ' ω( )–
µ∞ µ0–

------------------------

=  
1 ωτ( )α πα/2( )cos+

1 ωτ( )α 2 πα/2( )cos ωτ( )α+[ ]+
-------------------------------------------------------------------------------,

µ∞ µ'' ω( )–
µ∞ µ0–

--------------------------

=  
ωτ( )α πα/2( )sin

1 ωτ( )α 2 πα/2( )cos ωτ( )α+[ ]+
-------------------------------------------------------------------------------.
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If the Fourier transform of the function µ(t) is
known, then the Fourier transform of the distribution
f(τ) of relaxation times has the form [2]

(1.35)

By using (1.34) and (1.35), we can determine the nor-
malized density of the distribution f0(τ) of relaxation
times (Fig. 2c):

(1.36)

where

The dependence of the dispersion γ2 of the relax-
ation time of the chaotic dynamics on the parameter α
has the form

(1.37)

It has been shown in paper [4] that Eq. (1.31) with
fractional derivatives can be obtained by assuming that
a set of relaxation times has a fractal nature. The param-
eter α in Eqs. (1.31), (1.33), and (1.34) (Figs. 2a, 2b) is
equal [4] to the fractional dimensionality of a fractal set
of relaxation times and characterizes the localization
(spread) of the relaxation spectrum.

2. THE STRUCTURAL MODEL
Below, we consider the viscoelastic properties of a

model inhomogeneous medium with a chaotic fractal
structure.

Consider a hierarchy model of the two-phase
medium structure, whose variation with increasing vol-
ume concentration p of the first phase can be qualita-
tively described in the following way. Initially, isolated
clusters from the first phase are formed in a continuous
medium of the second phase. Then, as the volume con-
centration p of the isolated clusters increases, they
aggregate to form the so-called infinite cluster consist-
ing of the first phase.

The chaotic structure of the inhomogeneous
medium can be simulated on the basis of grids with ran-
domly distributed parameters [5–7]. The nodes of a grid
simulate the spatial distribution of phases, while the
connections between the nodes simulate their contacts
with neighbors. Below, each connection was repre-
sented by a spring and a piston connected in parallel
(Fig. 3).

The basic set Ωn(l0, p0) of connections was obtained
with the help of iterations. In the first stage of calcula-
tions, we studied a grid of a finite size with the edge of
length l0 and the probability p0 of the connection

f
1
ω
---- 

  1
π
---Imµ ω iπ±( )exp[ ] .±=

f 0 τ( )
απ( )sin

2π α τ/τε( )ln[ ] απ( )cos+cosh{ }
---------------------------------------------------------------------------------,=

f 0 τ( )
f τ( )

µ∞ µ0–
-----------------.=

γ2 ln2 τ
τε
---- 

  f 0 τ( )d τln

∞–

∞

∫ π2

3
-----1 α2–

α2
--------------.= =
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(a) The real part of the relative shear modulus; (b) the imaginary part of the relative shear modulus; (c) normalized distribution func-
tion of the relaxation time.

τlog
belonging to the first phase. In the next stage (k =
1, 2, …, n), each connection in the grid was replaced by
the grid obtained in the previous step (Figs. 3, 4). The
iteration process was terminated when the properties of
the grid became independent of the iteration number k.

Therefore, the set Ωn(l0, p0) of connections found by
iterations depend on the size l0 of the initial grid and the
probability p0, and is a self-similar, i.e., fractal, set [5–7].

3. VISCOELASTIC PROPERTIES

Consider a two-phase system with the distribution
function

(3.1)P0 C( ) p0δ C C1
0( )–( ) 1 p0–( )δ C C2

0( )–( ),+=
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where δ(x) is the Dirac delta; the given local region has

the property  with the probability p0 and the prop-

erty  with the probability 1 – p0.

After k iteration steps, the density function takes the
form

(3.2)

Here,  and  are the properties of the connected
and disconnected sets, respectively, at the kth iteration
step; pk = R(lk – 1, pk – 1) is the density of the set of con-
nections; the function R(lk – 1, pk – 1) is equal to the ratio

C1
0( )

C2
0( )

Pk C( ) pkδ C Cc
k( )–( ) 1 pk–( )δ C Cn

k( )–( ).+=

Cc
k( )

Cn
k( )
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A

B

A

B

Fig. 3. Construction of the basic fractal set Ωn(l0, p0 = 1) of
viscoelastic elements for l0 = 2.

Fig. 4. Construction of the set Ωn(l0, p0) for l0 = 2, p0 = 3/8
at the second iteration step (k = 2).
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of the number of connected sets to the number of all
spreads (“colorings”) on the grid.

For k  ∞,

(3.3)

In this case,

(3.4)

In each iteration step, the structures of the connected
and disconnected sets were simulated by a composite
“drop” [5, 6]. The former represents a continuous mass
of the first phase containing a sphere (drop) from the
second phase (Fig. 5a); the latter represents a continu-
ous mass of the second phase containing a sphere
(drop) from the first phase (Fig. 5b). We assumed in this
case that the volume elastic modulus K1 of the first
phase and the shear modulus µ1 were greater than the
corresponding quantities K2 and µ2 for the second
phase. Thus, the effective viscoelastic properties of
fractal structures are determined by iterations using
several analytic dependences, namely, the probability
function R(l, p) and dependences of the viscoelastic
properties of connected and disconnected sets on the
properties and concentration of phases of the inhomo-
geneous medium.

The probability function R(l, p) determines the
probability that the set of connections will be connected
for specified l and p. Analysis of numerical calculations
of the function R(p) [7] for the 2 × 2 × 2 grid showed
that the function [8]

(3.5)

agrees well with the numerical calculations.
According to (3.5), the percolation threshold pc is

0.2084626828; i.e., a disconnected set transforms to a
connected set for pc ≈ 0.208462.

We calculated the elastic properties of connected
and disconnected sets using the Hashin–Shtrikman for-
mulas, which are based on a structural “sphere” model
in a homogeneous medium [9, 10] (Fig. 5).

The Hashin–Shtrikman formulas were obtained
based on the principle of minimal additional energy
using the variational method for calculating the effec-
tive elastic moduli in an inhomogeneous medium
(p. 120 in [2]). They determine the upper (Kc, µc) and
lower (Kn, µn) boundaries of the effective elastic mod-
uli:

(3.6)

Pk C( )
k ∞→
lim

δ C Cc
∞( )–( ), p0 p∗>

δ C Cn
∞( )–( ), p0 p∗ .<




=

Cc
k( ) C Cn

k( ),≥ ≥

Cc
k( )

k ∞→
lim Cn

k( )

k ∞→
lim C.= =

R p( ) p2 4 8 p 14 p2– 40 p3– 16 p4 288 p5+ + +(=

– 655 p6 672 p7 376 p8– 112 p9 14 p10 )–+ +

Kc K1

1 p–( ) K2 K1–( )
1 pa1 K2 K1–( )+
------------------------------------------,+=
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(3.7)

where

(3.8)

Expressions for Kn and µn can be obtained from (3.6)–
(3.8) by replacing indices c  n, 1  2, and p 
1 – p.

As shown above, elastic static solutions can be
transformed to viscoelastic solutions for steady-state
harmonic oscillations by replacing the elastic moduli
K and µ by corresponding elastic complex moduli K*
and µ*.

By using this correspondence principle for a con-

nected set, the complex volume elastic modulus 

and the complex shear modulus  at the (j + 1)th step
can be written in the form [5, 6]

(3.9)

(3.10)

where

(3.11)

where  =  and  =  are the complex
volume elastic modulus and the complex shear modu-
lus for the first phase of the inhomogeneous medium,

respectively;  =  and  =  are the com-
plex volume elastic modulus and the complex shear
modulus for the second phase, respectively; and pi + 1 =
R(pi) according to (3.5).

The elastic properties  and  for a dis-
connected set are determined from expressions that can
be obtained from (3.9)–(3.11) after replacements c  n
and pi  1 – pi.

4. RESULTS OF CALCULATIONS

Viscoelastic media. The calculations were per-
formed for a two-phase (two-component) inhomoge-
neous medium assuming that volume strains are elastic,

µc µ1

1 p–( ) µ2 µ1–( )
1 pb1 µ2 µ1–( )+
----------------------------------------,+=

a1
3

3K1 4µ1+
-------------------------, b1

6 K1 2µ1+( )
5µ1 3K1 4µ1+( )
---------------------------------------.= =

Kc*

µc*

Kc* i 1+( ) Kc* i( )
1 pi–( ) Kn* i( ) Kc* i( )–( )

1 piac
i( ) Kn* i( ) Kc* i( )–( )+

--------------------------------------------------------,+=

µc* i 1+( ) µc* i( )
1 pi–( ) µn* i( ) µc* i( )–( )

1 pibc
i( ) µn* i( ) µc* i( )–( )+

-------------------------------------------------------,+=

ac
i( ) 3

3Kc* i( ) 4µc* i( )+
------------------------------------,=

bc
i( ) 6 Kc* i( ) 2µc* i( )+( )

5µc* i( ) 3Kc* i( ) 4µc* i( )+( )
-------------------------------------------------------,=

Kc* 0( ) K1* µc* 0( ) µ1*

Kn* 0( ) K2* µn* 0( ) µ2*

Kn* i 1+( ) µn
* i 1+( )
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while shear strains are viscoelastic. The ratio  of
local volume moduli was set equal to 104.

For convenience of calculations, the local shear
moduli (phase shear moduli) were written in the form

(4.1)

(4.2)

(4.3)

The complex viscosity is

where

Figure 6 shows the dependences of the logarithm of
the relative effective viscosity of an inhomogeneous
fractal medium η'/  = Im[µ*(ω)]/Im[ ] (  is
the viscosity of the second phase) on the concentration
p of the first phase calculated for different values of a.

The calculations were performed for the ratio of the
real parts of the shear modulus x = 104 and y = 10–2, 10,
102, and 103.

It follows from Fig. 6a (a = 0.1, /  ! 1,

/  ! 1) that the concentration dependence of the
relaxed viscosity (ω  0) is described by a mono-

tonic curve and is independent of the ratio / . For

a = 0.01 and /  = 0.01 (Fig. 6b), a local maximum
and a local minimum appear near the percolation

threshold, which strongly depend on the ratio /

K1' /K2'

µ1* µ2' x 1 iay+( ),=

µ2* µ2' 1 iy+( ), y ϕ2tan µ2''/µ2' ,= = =

x µ1' /µ2' η1''/η2'', a ϕ1/ ϕ2.tantan= = =

η j* ω( ) η j' ω( ) iη j'' ω( ),–=

µ j' ωη j'' ω( ), µ j'' ω( ) ωη j' ω( ), j 1 2.,= = =

η2' µ2* ω( ) η2'

µ1'' µ1'

µ2'' µ2'

µ2'' µ2'

µ2'' µ2'

µ2'' µ2'

(a) (b)

A B C D

DCA B

Fig. 5. Simulation of (a) a connected and (b) a disconnected
set.
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η2'' µ2
* ω( )
for a < 0.01 (Figs. 6c–6f). The type of the dependence
hardly changes before the percolation threshold (p < pc)
(Figs. 6c–6f), whereas, after the percolation threshold
(p > pc), the concave curve (Figs. 5c–5e) becomes con-

vex (Fig. 5f, /  ! 1, /  @ 1). For a ≤ 10–4, the
minimum disappears and only the maximum remains in
the vicinity of the percolation threshold, which also dis-

appears for /   ∞ (Figs. 6e, 6f). These results

show that the dependence  on the concentra-
tion p of phases of the fractal structure becomes convex

with a single maximum when ax ~ 1, i.e., when  ~

 for x @ 1 (  @ ).

Figure 7 shows the calculated dependences of the
logarithm of the relative effective viscosity η''/  =

µ1'' µ1' µ2'' µ2'

µ2'' µ2'

η'/η2'log

µ1''

µ2'' µ1' µ2'

η2''
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Re[µ*(ω)]/Re[ (ω)] on the concentration p of the
first phase. They show that, for a ≤ 10–3 (Figs. 7c, 7d),
the relative effective viscosity η''/  is virtually inde-
pendent of a. For p < pc, the type of the dependence
changes when a  0, while, for p > pc, it does not
change.

Viscoelastic media with a negative shear modu-
lus. In [11–13], an inhomogeneous material was stud-
ied with one of its components having a negative shear
modulus (negative rigidity). The authors found that
composites containing inclusions with negative shear
moduli in viscoelastic media had a higher rigidity and a
higher mechanical damping compared to the compo-
nents comprising the composite.

Figure 8 shows the calculations of the shear modu-
lus of a viscoelastic inhomogeneous medium with a

µ2*

η2''
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chaotic fractal structure in which the first phase has the
complex shear modulus

(4.4)

and the second phase has the negative shear modulus

(4.5)

It follows from the calculations (Fig. 8) that the
dependence of the relative effective viscosity on the
concentration of phases in an inhomogeneous medium
exhibits singularities in the vicinity of the percolation

threshold at y ≥ 10 (  ≥ ), which disappear for y ! 1

(  ! ). When y ! 1 (  ! ), the dependence

of the effective relative viscosity η'/  on p has a min-
imum in the vicinity of the threshold pc, which disap-

pears for y  10 (   ).

Figure 9 shows the effective shear modulus calcu-
lated for phase shear moduli  = 1 and  = –y. One
can see that, for y @ 1, singularities are localized and
shift to the region of low concentrations p. For y ! 1,
singularities appear over the entire concentration range p.

The distribution function f(t) of the relaxation time
of a viscoelastic medium with a fractal structure can be
analyzed similarly to the distribution function of the
relaxation time of dielectric properties [14].

In conclusion, let us note that materials with a frac-
tal structure, which will have viscoelastic properties
that are appropriate to the above model calculations,
can be fabricated in the following way. At the first

µ1* 1 0.1iy,+=

µ2
* iy.–=

µ1'' µ1'

µ2'' µ1' µ2'' µ1'

η2'

µ1'' µ1'

µ1
* µ2

*

Fig. 10. An example of fabricating a material with a fractal
structure.
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
stage, “pellets” are fabricated, for example, for the pro-
duction of a material with good damping properties.
The pellet consists of a polymer coating with inclu-
sions of single domains of a ferromagnetic material.
At the second stage, a pellet is fabricated with inclu-
sions representing pellets fabricated at the first stage,
etc. (Fig. 10).

5. CONCLUSION

The viscoelastic properties of inhomogeneous
media with a chaotic fractal structure have been stud-
ied. The conditions are revealed for a nonmonotonic
behavior of the effective viscosity in viscoelastic media
and a singular behavior of the effective viscosity and
the effective shear modulus when the shear (viscosity)
modulus of one of the phases of the inhomogeneous
medium is negative.
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Abstract—The radiation intensity distribution within the Kossel line corresponding to the extremely asymmet-
ric pattern of X-ray diffraction has an anomalous form of a clearly manifested peak exceeding the background
intensity by more than two orders of magnitude. A detailed theoretical analysis of this effect is carried out and
versions of experimental observation of anomalous Kossel lines are proposed. The possibility of the employ-
ment of the effect for obtaining a new source of X rays with a narrow angular collimation is discussed. © 2002
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Although the method of Kossel lines has been
known since 1930s [1], the basic physical phenomena
observed when this type of radiation emerges from a
crystal have not been studied comprehensively. It was
noted in our recent communication [2] that Kossel lines
acquire an extremely anomalous shape differing signif-
icantly from the standard form in the case of diffraction
of an X-ray beam in an extremely asymmetric scheme.
In such a diffraction scheme, a strongly compressed
X-ray beam propagating parallel to the crystal surface
is formed at a certain depth of the crystal, and the com-
pression ratio may be as high as several hundred [3].
This prediction was confirmed when the method of
standing X-ray waves was used with the detection of
photoelectrons [4, 5] using a specially developed pro-
portional gas counter [6]. It is natural to expect that the
strong compression of the X-ray beam will be mani-
fested in the radiation intensity distribution in the Kos-
sel line. It will be proved below that the intensity distri-
bution of the emerging X-ray beam in the Kossel line
corresponding to strongly asymmetric diffraction has
the form of a clearly manifested peak whose intensity is
more than two orders of magnitude higher than the
background intensity [2].

The process of dynamic scattering in an extremely
asymmetric diffraction scheme, when the specular
reflection of the incident beam or the beam reflected
from the crystal must be taken into account along with
diffraction scattering, is analyzed in detail in Section 2.
In Section 3, the properties of dynamic diffraction in
the vicinity of the so-called degenerate point, when the
roots of the dispersion equation turn out to be triply
degenerate, are considered. It is at this point that the
maximum degree of compression of the X-ray beam
occurs in the crystal. In Section 4, the features of the
angular distribution of X rays in the Kossel line are ana-
lyzed in the vicinity of the degeneracy point. Section 5
1063-7761/02/9503- $22.00 © 0472
is devoted to the discussion of several versions of
experimental observation of the effect and the possibil-
ity of using Kossel lines for creating the sources of
X rays collimated over angles.

2. EQUATIONS OF DYNAMIC DIFFRACTION 
TAKING INTO ACCOUNT SPECULAR 

REFLECTION

Extremely asymmetric diffraction is realized in the
so-called Bragg–Laue geometry [7], when the dif-
fracted wave propagates at an angle ϕh almost parallel
to the crystal surface; by varying slightly the angle of
incidence ϕ0 of the X-ray beam on the crystal, it is pos-
sible to change the beam diffraction from the Laue
geometry to the Bragg geometry. Such schemes with
angles ϕ0 of the order of unity and with ϕh ! 1 can eas-
ily be realized in experiments (see Fig. 1 and the table
given below).

In order to find the distribution of wave fields in the
crystal with such a diffraction scheme, we must take
into account specular reflection in addition to the dif-
fraction scattering. Since ϕ0 ≈ 1, we can disregard the
specular reflection of the incident wave and take into
account the specular reflection only for the diffracted
wave. We will seek the wave fields outside the crystal,
E(r), and within it, D(r), in the form

(1)

(2)

Here, k and k0 are the wave vectors of the incident
wave in vacuum and in the crystal, respectively, and kh

is the wave vector of the diffracted wave in the crystal:

(3)

E r( ) E0 ik r⋅( )exp Eh ikh r⋅( ),exp+=

D r( ) D0 ik0 r⋅( )exp Dh ikh r⋅( ).exp+=

kh k0 Kh,+=
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where Kh is the reciprocal lattice vector. As regards
vector kh, it can be determined from the conditions

kh|| = k|| + Kh||,   κ2 = , (4)

where kh|| and k|| are the projections of the correspond-
ing vectors on the crystal surface.

The amplitudes D0 and Dh of the wave fields in the
crystal must satisfy the well-known system of dynamic
equations [8]

(5)

where κ = 2π/λ, λ being the radiation wavelength; χ0,
χh, and  are the Fourier components of the crystal
polarizability corresponding to the preset reflection;
and C is the factor determined by the polarization vec-
tors of incident and diffracted waves [7]. The wave vec-
tor k0 of the incident wave in the crystal differs from the
corresponding vector k in vacuum; it is convenient to
seek this vector in the form

(6)

where n is the normal to the crystal surface. The last
two terms in this expression describe conventional
refraction and the correction due to diffraction, while

Taking into account Eq. (6), we can write the system of
dynamic equations (5) in the form

κh
2

k0
2 κ2–

κ2
----------------D0 χ0D0 CχhDh,+=

kh
2 κ2–

κ2
----------------Dh χ0Dh CχhD0,+=

χh

k0 k
κχ 0

2γ0
---------n κyn,+ +=

γ0 ϕ0.sin=
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where 

θB is the Bragg angle, ∆θ is the deviation from the
Bragg angle, and ψ is the angle between the crystal sur-
face and vector Kh.

For standard (symmetric or weakly asymmetric) dif-
fraction schemes, when the angles of incident and
reflected waves are quite large, we can disregard the
terms quadratic in parameter y in Eqs. (7), and the sys-
tem of equations (7) itself can be reduced to a form
defining two sets of wave fields, (1) and (2), in the crys-
tal (see, for example, [7]). In the case of an extremely
asymmetric scheme, angle ϕ ≈ 1, and we can disregard
the terms quadratic in y in the first equation in system (7).
At the same time, conditions (4) reflecting the conser-
vation of the tangential component of the wave vector

y χ0/2γ0+( )2
2γ0y+[ ] D0 CχhDh+ 0,=

CχhD0 y χ0/2γ0+( )2[+

+ 2 γ0 ψ̃–( ) y χ0/2γ0+( ) α χ 0–+ ] Dh 0,=

α 2 2θB( )∆θ, ψ̃sin– 2 ψ θB,sinsin= =

Fig. 1. Diffraction scheme in extremely asymmetric Bragg–
Laue geometry.
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ψ
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Intensity peak Ym of the anomalous Kossel line and its angular divergence in an extremely asymmetric diffraction scheme for
different reflections of the GeKα radiation from a germanium crystal with various cut planes

Cut plane Reflection θB ψ FWHM(ϕ) FWHM(θ) Ym

(111) 220 18.2° 54.7° 30.8° 17′ 1″ 200

113 21.5° 60.5° 39.8° 12′ 0.3″ 200

21.6° 46.9° 32.5° 14′ 0.5″ 170

(100) 220 18.2° 45.0° 26.3° 14′ 1″ 175

113 21.6° 17.5° 12.8° 12′ 0.5″ 85

111 11.1° 35.3° 12.8° 12′ 1.5″ 90

(110) 133 28.9° 40.4° 38.8° 14′ 0.2″ 160

113 21.5° 25.2° 18.3° 15′ 0.5′ 120

111 11.1° 54.7° 18.3° 12′ 1.2″ 120

Note:  = arcsin  corresponds to a transition from the Bragg geometry to the Laue geometry. The sixth and seventh columns contain
values of half-height widths of the line for angles ϕ and θ.

ϕB–L*

113

ϕB–L* ψ̃
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during the passage through the crystal surface and the
elastic nature of diffraction scattering imply that

(8)

where ϕh ! 1; i.e., in the second equation of system (7),
the terms quadratic in y cannot be disregarded any
longer in view of the smallness of the term containing
γ0 –  ≈ 0. As a result, system (7) can be reduced to a
simpler form:

(9)

where

The condition for the existence of solutions of the
homogeneous system (9) leads to the following disper-
sion equation:

(10)

where

The dispersion equation (10) has three roots deter-
mining the extinction modes of the wave field that are
excited in the crystal. Thus, the number of modes
excited in the crystal in the case of the extremely asym-
metric diffraction scheme increases as compared to the
standard schemes from two to three.

In a semi-infinite crystal, only modes satisfying the
condition Im(y1, 2 + χ0/2γ0) > 0 are excited, and the
resultant wave field has the form

(11)

The amplitudes  and  of the modes excited in
the crystal can be determined from the boundary condi-
tions of continuity of the incident wave at the crystal
surface and from the conditions of continuity of the
field and its derivative for the diffracted wave:

(12)

Using these boundary conditions and Eqs. (9) for

the wave field amplitudes  and , we can easily
find that

ϕh
2 γ0 ψ̃–( )2 2 2θB( )∆θ,sin+=

ψ̃
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(13)

where

(14)

is the amplitude of the reflected wave. Here, y3 is the
root of the dispersion equation (10), having a negative
imaginary component. Formulas (13) and (14) make it
possible to calculate the wave fields in the crystal and
in vacuum.

3. DYNAMIC DIFFRACTION IN THE VICINITY 
OF A DEGENERATE POINT

It can be seen from formulas (13) that the wave field

amplitudes  in the crystal considerably exceed the
amplitude Eh of the reflected wave if the roots of the
dispersion equation (10) are close. It is interesting to
note that the amplitude of the reflected wave emerging
from the crystal has no such singularities in accordance
with formula (14). Obviously, the case when the roots
of Eq. (10) coincide, (i.e., are degenerate) is of special
interest.

We can readily see that if we disregard absorption,
there exist directions of incidence of the X-ray beam for

(15)

(here, ϕc =  is the specular reflection angle) for
which Eq. (10) has a single triply degenerate root:

(16)

In this case, we have

(17)

The amplitudes  and  of the wave fields
diverge in this case; however, the total amplitude of the
diffracted wave in the crystal,

(18)

remains finite everywhere on account of formula (13),
although it increases indefinitely during the propaga-
tion of the wave to the bulk of the crystal:

(19)
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This result shows that the amplitude of the diffracted
wave and, hence, the flux density of the diffracted wave
increase indefinitely with z. The increase in the flux
density indicates that the X-ray beam is compressed
unlimitedly in the bulk of the crystal.

The compression of the beam as a result of diffrac-
tion with the asymmetric scheme with the asymmetry
parameter

can easily be explained on the basis of simple geomet-
rical considerations. It can be seen from Fig. 2 that the
cross sectional area of the reflected radiation beam
decreases by a factor of β relative to the cross-sectional
area of the incident beam for moderate values of the
asymmetry parameter (ϕh @ ϕc). In this case, in view of
the equality of the fluxes of reflected and incident
beams, the radiation flux density in the reflected beam
increases by a factor of β as compared to the flux den-
sity in the incident beam. This phenomenon is effec-
tively used for obtaining X-ray beams with a small
cross section. As the angle ϕh decreases, specular
reflection starts playing a noticeable role, and a larger
and larger part of the reflected beam passes to the bulk
of the crystal. In this case, the intensity of the reflected
beam decreases, and the effect of diffraction-induced
reflection becomes of no physical significance at first
glance. It can be seen from formula (19), however, that
a decrease in angle ϕh leads to a further beam compres-
sion with conservation of the total radiation flux, but in
the bulk of the crystal rather than at its surface. It is this
phenomenon that underlies the anomalous Kossel
effect.

Let us take into account the actual absorption in the
crystal. In most cases, it turns out to be small so that

(20)

In this case, the roots of Eq. (10) have the form

(21)

where

(22)

In this case, the amplitude of the diffracted wave has the
form

(23)
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where

(24)

Thus, the inclusion of the absorption effect removes the
degeneracy of the roots of Eq. (10) and limits the indef-
inite growth of the amplitude Dh(z). It follows from
Eq. (23) that the peak of compression of the diffracted
wave lies at the depth L0.

Figure 3 shows the field distribution of the diffracted
wave in the bulk of the crystal in the case of (220)
reflection of the characteristic GeKα radiation from the
germanium crystal and the direction of the incident
wave corresponding to the degenerate point defined by
expressions (15) and (17), taking into account all real
factors (including absorption). It can be seen that even
when all real factors are taken into account, the radia-
tion flux density in the case under investigation
increases almost by a factor of 500. It should be noted
that the compression ratio actually attained for external
reflected beams in asymmetric diffraction schemes
amounts to only 15–20.

L0 λ /πaδ0.=

S0

Sh

ϕh
ϕ0

Fig. 2. X-ray beam compression in the asymmetric diffrac-
tion scheme (Sh = S0/β).
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Fig. 3. Intensity distribution for the diffracted wave over the
depth of the germanium crystal cut along the (111) plane
for the (220) reflection of the GeKα radiation (ψ = 54.74°,
ϕ0 = 30.8°).
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4. ANOMALOUS KOSSEL LINES

It can be seen from the results of the previous sec-
tion and Fig. 3 that the field intensity at the atoms lying
at a certain depth of the crystal may considerably
exceed the field intensity for incidence angles differing
considerably from the Bragg angle for certain direc-
tions of the incident beam corresponding to extremely
asymmetric Bragg diffraction. By virtue of the reci-
procity principle, we can expect that an spike of radia-
tion intensity must emerge as a result of excitation of
atoms at a small depth in a crystal in directions corre-
sponding to extremely asymmetric diffraction. This
phenomenon will be referred to as the anomalous Kos-
sel effect. In order to determine the radiation intensity
distribution in a Kossel line, we must first calculate the
radiation field intensity at crystal atoms depending on
the direction of the incident radiation. This problem can
be solved on the basis of the results of previous sec-
tions. For the radiation field intensity at the sites of
location of atoms in the crystal, we have

(25)

where ra determines the position of atoms of group a in
the unit cell. Using formulas (10), (13), and (14), we
can easily carry out specific calculations of this inten-
sity.

In accordance with the reciprocity principle [9], if
X rays incident on the crystal at angles ϕ and θ create a
field of intensity (25) at crystal atoms at depth z with
coordinates ra in a unit cell, the excited atom located in
the bulk of the crystal at the same depth z with the same
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Fig. 4. Anomalous Kossel effect for the (220) reflection of
the GeKα radiation from a germanium crystal cut along the
(111) plane for an exponential distribution of excited atoms
over the depth for L = 60 nm, ∆ϕ = ϕ – ϕB–L (see table).
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coordinates ra emits in the direction (ϕ, θ) with inten-

sity  which is connected with the quantity (25)
through the relation

(26)

If atoms in the crystal are excited with a distribution
defined by the function P(z), the shape of the radiation
intensity distribution is given by

(27)

where

(28)

is the coefficient ensuring the renormalization of the
background intensity, Y(∆θ  ∞, ϕ) = 1, for large
deviations from the Bragg angle and µ = κ Imχ0 is the
linear coefficient of radiation absorption in the crystal.

Figure 4 shows the intensity distribution for GeKα
radiation in the Kossel line for the (220) reflection from
the germanium crystal cut along the (111) plane, which
is calculated using formulas (25), (27), and (28) with an
exponential distribution of excited atoms over the
depth,

(29)

for L = 60 nm. Such a distribution of excited atoms over
the depth can be ensured by using the characteristic
MoKα radiation incident on the crystal at a small angle
close to the specular reflection angle. The anomalous
radiation in the Kossel line emerges from the crystal at
an angle ϕ = 30.8° to its surface (see table), and, hence,
such radiation can easily be detected. It can be seen
from Fig. 4 that the radiation intensity distribution in
the Kossel line has a clearly pronounced peak exceed-
ing the background intensity by more than two orders
of magnitude. The depth L = 60 nm of exponential
decrease in the distribution of excited atoms ensures the
maximum value of radiation intensity in the Kossel
line, corresponding to the field distribution presented in
Fig. 3. Considerable excess of the radiation intensity
over the background embraces in this case a small
range of angles in the vicinity of the degenerate point
(only a few angular seconds) in angle θ, while in angle
ϕ this region is much wider (of the order of ten angular
minutes). It should be noted that the intensity distribu-
tion in the standard Kossel lines exhibits only insignif-
icant deviations relative to the background, but
embraces the entire range of variation of ϕ.
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The table contains the results of corresponding cal-
culations of the intensity peak Ym for the anomalous
Kossel line and its angular divergences in θ and ϕ for
some reflections of the GeKα radiation from a germa-
nium crystal cut along the principal crystallographic
planes. It can be seen from these data that, for any crys-
tal, there exist a large number of crystallographic direc-
tions along which anomalous Kossel lines differing in
the maximum values and shape of the radiation inten-
sity distribution, but preserving the main qualitative
feature (these lines have the form of a narrow colli-
mated radiation beam with a divergence in angle θ of
the order of angular seconds and in angle ϕ of the order
of ten angular minutes).

The simplest way of detecting anomalous Kossel
lines is to use a crystal analyzer (Fig. 5) which must be
made of the same material as the sample under investi-
gation. In this case, in order to be able to disregard dis-
persion, use should be made of the same reflection for
which the anomalous Kossel effect must be observed.
In addition, the crystal analyzer should be oriented so
that the reciprocal lattice vectors Kh for the sample
under investigation and the crystal analyzer lie in the
plane of reflection. Rotating the crystal analyzer about
a vertical axis, we can measure in this scheme the
dependence of the reflected wave intensity on the angle
of rotation ∆θA of the crystal analyzer. The calculation
of the diffraction-induced reflection (rocking) curve
obtained in this experiment is reduced to the calculation
of the convolution of the radiation intensity distribution
function within the Kossel line (27) with the reflection

curve  of the crystal analyzer in the angular
interval determined by the system of gaps:

(30)

where

(31)

is the coefficient ensuring the normalization to the
background intensity. In order to avoid the suppression
of the observed effect due to the background enhance-
ment, we must cut a certain angular region of the order
of ten angular minutes in angle ϕ in the vicinity of the
radiation intensity peak in the Kossel line with the help
of a slit in front of the crystal analyzer and, in addition,
choose the extremely asymmetric reflection in the ana-
lyzer to make the asymmetry coefficient β large enough
to ensure the formation of a narrow detection window
in angle θ in the crystal analyzer. In addition, the angle
at which radiation emerges from the analyzer must be
much larger than the specular reflection angle to ensure
relatively simple detection of this radiation, preserving
the maximum value of reflectivity.

Figure 6a shows the curve of reflection from the ger-
manium crystal analyzer for asymmetric (220) reflec-
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B
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A ∆θA ∆θ– ϕ,( ) ∆θd ϕ ,d∫∫

B PR
A ∆θ ϕ,( ) ∆θd ϕd∫∫=
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tion with the asymmetry coefficient β = 14. Such a
geometry can be ensured by choosing a germanium sin-
gle crystal cut so that the crystal surface forms an angle

of 16° with the (220) planes. In this case, the angle 
at which the reflected wave emerges amounts approxi-
mately to 2°. Figure 6b shows the diffraction-induced
reflection curve corresponding to the experimental
setup depicted in Fig. 5 and calculated by formulas (30)
and (31). The corresponding curve has a clearly mani-
fested peak whose intensity at the maximum exceeds
the background intensity by a factor greater than 30.
Since the reflection curve for the analyzer is much
broader than the distribution in the initial Kossel line
(see Fig. 4), the diffraction-induced reflection curve in
Fig. 6b is more blurred as compared to the initial anom-
alous Kossel line; however, the effect remains strong
enough for its experimental detection.

For comparison, the dashed curve in Fig. 6b pre-
sents the profile of the diffraction-induced reflection
curve for the standard Kossel line corresponding to a
symmetric diffraction scheme. In this case, relatively
small changes in the radiation intensity are observed,
when the peak of the distribution is higher than the
background intensity only by a factor of several units.

5. NEW TYPE OF X-RAY SOURCE

It can be seen from Fig. 4 that the radiation intensity
in the Kossel line considerably exceeds the background
intensity only in a small angular region θ of a few angu-
lar seconds. However, this is precisely the angular
range which is used in diffraction studies of crystals
with a high degree of perfection. In a conventional X-
ray tube, radiation is distributed quite uniformly over a
wide angular interval of the order of several degrees.
However, in order to analyze a crystal, just an angular
interval of the order of a few seconds must be cut with
the help of a monochromator crystal, while the remain-

ϕh
A

Fig. 5. Schematic diagram of experiment for observing the
anomalous Kossel effect: X stands for X-ray beam; 1, sam-
ple; 2, crystal analyzer; 3, detector.
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Fig. 6. (a) Curve describing the reflection of the GeKα radiation from the (220) planes of the germanium crystal analyzer with the
asymmetry coefficient β = 14 (ψA = 74° is the angle between the normal to the surface and reflecting planes). (b) Curves describing
diffraction-induced reflection for the anomalous Kossel line, presented in Fig. 4, in the experiment shown in Fig. 5 (solid curve) and
for the Kossel line corresponding to the symmetric diffraction scheme (dashed curve).
ing large part of radiation is not used. Moreover, the
crystal is usually collimated in the vertical angle ϕ
within a degree with the help of a system of slits. As a
result, a negligibly small (of the order of 10–7–10–6)
fraction of X-ray radiation of the tube is used in each
specific experiment. In view of this circumstance,
anomalous Kossel lines may serve as a new type of X-
ray source since the radiation emerging from the crystal
has an angular distribution exactly meeting the require-
ments of diffraction experiments, but the background
intensity in this case is lower than the peak intensity by
two or three orders of magnitude. In other words, such
a source intended for ensuring the X-ray radiation
intensity required for diffraction intensity studies
would have a considerably lower power as compared to
a standard X-ray tube.

Fig. 7. Two ways of exciting atoms in a thin surface layer by
an X-ray beam (X) and by an electron beam (e–).

e–
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ψ

XKh
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A Kossel line can be excited in a crystal in two ways
illustrated in Fig. 7. The first method involves the
employment of X-ray radiation with energy exceeding
the excitation energy for the corresponding Kα line,
incident at a small angle φ to the crystal surface. This
method is most convenient for detecting the effect of
anomalous Kossel lines proper. The second method is
the excitation by an electron beam that is normally used
in experiments on observation of Kossel lines. In the
case of the anomalous Kossel effect under investiga-
tion, we must ensure the excitation of atoms in a thin
layer near the crystal surface. This can easily be
achieved by selecting the energy Ee of the electron
beam. The energy Ee of electrons should not be much
higher than the excitation energy for atoms in the crys-
tal. For example, in the case of GeKα radiation consid-
ered by us here, the values of Ee, according to estimates,
lie in the interval 13–15 keV. In standard X-ray tubes, a
much higher voltage of the order of 40–60 kV is
required for obtaining energies in this range. This gives
grounds to expect that the anomalous Kossel effect can
be used for creating a compact and low-power source of
X-ray radiation, ensuring the required intensity for car-
rying out diffraction experiments.
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Abstract—The effect of normal phonon–phonon scattering processes on the thermal conductivity of silicon
crystals with various degrees of isotope disorder is considered. The redistribution of phonon momentum in nor-
mal scattering processes is taken into account within each oscillation branch (the Callaway generalized model),
as well as between different oscillation branches of the phonon spectrum (the Herring mechanism). The values
of the parameters are obtained that determine the phonon momentum relaxation in anharmonic scattering pro-
cesses. The contributions of the drift motion of longitudinal and transverse phonons to the thermal conductivity
are analyzed. It is shown that the momentum redistribution between longitudinal and transverse phonons in the
Herring relaxation model represents an efficient mechanism that limits the maximum thermal conductivity in
isotopically pure silicon crystals. The dependence of the maximum thermal conductivity on the degree of iso-
tope disorder is calculated. The maximum thermal conductivity of isotopically pure silicon crystals is estimated
for two variants of phonon momentum relaxation in normal phonon–phonon scattering processes. © 2002
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In view of the intense development of modern semi-
conductor technologies, the studies of the physical
properties of isotopically enriched crystals of germa-
nium, silicon, and diamond, whose thermal conductiv-
ity considerably increases as the isotope disorder
decreases, have become especially important [1–11].
The use of isotopically enriched crystals as substrates
for integrated circuits can substantially increase the
operational stability of microprocessors and consider-
ably increase the density of elements in integrated cir-
cuits due to the faster heat removal. The experimental
investigations of the thermal conductivity and the ther-
moelectric power [2–5] carried out on germanium crys-
tals with various degrees of isotope disorder have
shown that the maximum values of thermal conductiv-
ity in isotopically pure samples with 99.99% 70Ge iso-
tope concentration are an order of magnitude greater
than those in crystals with the natural isotope composi-
tion and the absolute values of thermoelectric power in
the former crystals are greater than those in the latter by
a factor of greater than two. As compared with natural
crystals, the maximum thermal conductivity in silicon
crystals with 99.8588% 28Si isotope concentration is
greater by a factor of six [6]. At room temperatures, this
factor was 60% [6]. Since germanium and silicon are
widely used in semiconductor microelectronics, the
investigation of the physical properties of isotopically
pure crystals and the understanding of microscopic
1063-7761/02/9503- $22.00 © 20480
relaxation processes of quasiparticles in these materials
is very important from the viewpoint of applications.
Therefore, one of the aims of this study is the investiga-
tion of the effect of normal phonon–phonon scattering
processes on the maximum values of the thermal con-
ductivity that can be attained in isotopically enriched
silicon crystals. Proper consideration of normal phonon
scattering processes is especially important for isotopi-
cally enriched crystals of germanium, silicon, and syn-
thetic diamond at sufficiently low temperatures when
the umklapp processes of phonon–phonon scattering
are largely frozen and the normal processes of scatter-
ing play a critical role in the phonon momentum relax-
ation [1–12]. However, as shown in [13], this case
requires that the role of normal scattering processes for the
phonons belonging to different oscillation branches should
be analyzed more carefully than was done in [1–12].

The role of normal phonon–phonon scattering pro-
cesses in the theory of lattice thermal conductivity has
been sufficiently well studied [14–19]. These scattering
processes must be taken into account under the condi-
tions when the phonon relaxation rate νphN(q) in normal
processes is either greater than or comparable with the
relaxation rate νphR(q) in resistive scattering processes,
which are associated with the phonon relaxation in
umklapp processes, on the boundaries, impurities, and
electrons. The normal scattering processes do not
directly contribute to the phonon momentum relaxation
and, hence, to the thermal resistivity. However, these
002 MAIK “Nauka/Interperiodica”
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processes redistribute energy and momentum between
different phonon modes and thereby form a nonequilib-
rium phonon distribution and bring a phonon system to
a drift locally equilibrium distribution [14–19]. When
the normal scattering processes were taken into account
without separating the contributions of longitudinal (L)
and transverse (T) phonons in the Callaway model [14]
with the use of the isotropic Debye model, one obtained
overestimated values of thermal conductivity near the
maximum for germanium and silicon crystals with the
natural isotope composition. Later [20], it was shown
that one should separate the contributions of L and T
phonons when calculating the thermal conductivity of
germanium and silicon crystals, because T phonons
have strong dispersion and, therefore, the Debye tem-
peratures for the two oscillation branches are strongly
different. A further development of the theory of lattice
thermal conductivity was restrained by the lack of the
correct analysis of the role of normal scattering pro-
cesses for the phonons belonging to different oscilla-
tion branches. In the generalized Callaway model,
which was widely used for calculating the thermal con-
ductivity of isotopically enriched crystals of germa-
nium, silicon, and diamond [1–12], it was assumed that
the momentum relaxation of phonons only occurs
within each branch of the phonon spectrum and that
phonons of different polarizations contribute additively
to the thermal conductivity. This model gave consider-
ably overestimated values of thermal conductivity for
isotopically pure crystals of 70Ge (99.99%) near the
maximum [2]. The introduction of an additional, dislo-
cation, mechanism of phonon scattering could not rem-
edy the situation because, according to [21], the con-
centration of dislocations was four orders of magnitude
lower than what was necessary in [2] for fitting calcu-
lated data to measured values of the thermal conductiv-
ity of 70Ge (99.99%) near the maximum.

In [13, 22], the authors considered the effect of the
phonon momentum redistribution in normal phonon–
phonon scattering processes both within each oscilla-
tion branch (the Simons mechanism) and between dif-
ferent oscillation branches (the Herring mechanism) on
the effective relaxation rate of electrons, the phonon-
drag thermoelectric power, and the lattice thermal con-
ductivity of conductors. It was demonstrated that the
above parameters essentially depend on the character of
momentum relaxation of phonons in normal scattering
processes and have different forms for the Herring [23]
and Simons [24] relaxation mechanisms. The analysis
of the thermal conductivity of germanium crystals with
different degrees of isotope disorder [13] for two vari-
ants of phonon momentum relaxation in normal pro-
cesses has shown that the generalized Callaway model
corresponds to the Simons relaxation mechanism [24]
and is not correct when the dominant mechanism of
phonon momentum relaxation in normal processes is
the Herring mechanism [23], as is the case in germa-
nium and silicon. In this case, the momentum redistri-
bution between L and T phonons in normal Herring pro-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
cesses leads to a substantial suppression of the drift
motion of longitudinal phonons in isotopically pure
samples of Ge (99.99%) primarily due to the relaxation
of T phonons. Therefore, this mechanism of phonon
momentum redistribution in normal processes leads to
a substantial decrease in the maximal value of the total
thermal conductivity κmax of isotopically enriched ger-
manium crystals. As a result, the maximum value of the
thermal conductivity of germanium crystals κmax(g)
versus the isotope disorder parameter g reaches a satu-
ration level as g decreases below 10–6 (which corre-
sponds to 99.9% concentration of 70Ge isotope). How-
ever, these maximum values essentially depend on the
magnitude and character of boundary scattering of
phonons. Thus, a further increase in the isotopic purity
of germanium crystals may lead to an increase in κmax
by less than 1% as compared with the values attained
for 70Ge (99.99%) [2]. This result of [13] is of great
practical importance. The model that we proposed for
the phonon momentum redistribution in normal Her-
ring scattering processes [23] provided a more adequate
interpretation of the experimental data on the thermal
conductivity of germanium crystals with various
degrees of isotope disorder as compared with the gen-
eralized Callaway model used earlier [1, 2, 6–12]. In
addition, our model does not require the introduction of
an additional scattering mechanism of phonons by dis-
locations for 70Ge (99.99%) [2] or an additional fitting
parameter of the theory.

In this paper, we apply the method described in [13,
22] to the calculation of the thermal conductivity of sil-
icon crystals with various isotope compositions for two
variants of phonon momentum relaxation in normal
scattering processes. Based on the results of [1, 2, 6,
25], we find the parameters that determine the phonon
relaxation rates in resistive and normal scattering pro-
cesses. We analyze the contributions of the drift motion
of L and T phonons to the thermal conductivity of sili-
con with various degrees of isotope disorder. Let us
estimate what maximum values of the thermal conduc-
tivity can be obtained in perfect, chemically pure and
isotopically homogeneous, silicon crystals.

2. NORMAL PHONON–PHONON SCATTERING 
PROCESSES AND THE LATTICE THERMAL 

CONDUCTIVITY OF SILICON CRYSTALS 
WITH VARIOUS ISOTOPE COMPOSITIONS

As shown in [13], the lattice thermal conductivity
with separate contributions from different branches of
the phonon spectrum is expressed as

(1)

κ T( )
kBsλ

2qTλ
3

6π2
------------------

λ
∑=

× zq
λd

zq
λ( )4

ν̃λ ph
S H,( )

q( )
--------------------Nqλ

0 Nqλ
0 1+( ),

0

z λd

∫
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where

 is the Planck function, sλ is the speed of acoustic
phonons with polarization λ, zdλ = "ωdλ/kBT (ωdλ is the
Debye frequency of phonons with polarization λ), and

 is the effective phonon momentum relaxation

rate. An allowance for normal phonon–phonon scatter-
ing processes reduces to the renormalization of the
phonon momentum relaxation rate entering the lattice
thermal conductivity. The character of this renormal-
ization depends on whether the normal processes redis-
tribute the phonon momentum within each oscillatory
branch (the Simons mechanism [24]) or the momentum
is predominantly redistributed between different oscil-
lation branches (the Herring mechanism [23]):

(2)

(3)

Here,

(4)

S∗  = sL/sT,  =  +  is the total
relaxation rate of phonons with wave vector q and

polarization λ,  is the relaxation rate of

phonons in normal scattering processes, and  =

 +  +  is the relaxation rate of
phonons in resistive scattering processes associated

with umklapp phonon scattering processes ( ),

scattering by impurities ( ), and scattering by the

boundaries of a sample ( ). According to [26],
for a silicon sample with orientation [111], we have sL =
9.35 × 105 cm/s, sT = 5.09 × 105 cm/s, and S∗  = 1.84; for
orientation [100], we have sL = 8.43 × 105 cm/s, sT =
5.85 × 105 cm/s, and S∗  = 1.44.
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The Simons relaxation mechanism [24] involves
phonons of the same polarization. In this scattering

mechanism (  ≈ BλT 4ωλ), the momentum conser-
vation law in normal processes holds for each branch of
the phonon spectrum, and the drift velocities of L and
T phonons are different [13]. In this case, the expres-
sion for the lattice thermal conductivity represents an
additive sum of contributions from phonons with differ-
ent polarizations:

(5)

Expression (5) corresponds to the generalized Calla-
way model, which was widely used for calculating the
thermal conductivity of isotopically enriched crystals
of germanium, silicon, and diamond [1, 2, 6–12]. It is
valid when normal processes redistribute the phonon
momentum only within each separate oscillation
branch and corresponds to the Simons mechanism [24].

However, the dominant mechanism of normal three-
phonon scattering processes in germanium and silicon
crystals is the Herring mechanism [23], which redis-
tributes the phonon momentum among different oscil-
lation branches. In this mechanism, the relaxation rate

of transverse phonons (  ≈ BTT 4ωT) is determined
by three-phonon scattering processes (T + L  L) in
which one T and two L phonons take part [16]. The
relaxation rate of L phonons in the anisotropic contin-

uum model (  ≈ BLT 3 ) is determined either by
three-phonon decay processes, in which an L phonon is
decomposed into two T phonons belonging to different
branches, or by a fusion of two T phonons that gives
rise to an L phonon (L  T1 + T2) [15–17]. Thus,
phonons of different polarizations take part in the nor-
mal Herring processes, and this relaxation mechanism
guarantees the redistribution of the drift momentum
between longitudinal and transverse phonons. Thus, the
Herring three-phonon processes in a nonequilibrium
phonon system tend to establish a locally equilibrium
distribution with a unique mean drift velocity of
phonons for both polarizations: uL = uT = uH. In this
case (uT = uL = uph), the solution of the kinetic equation
for the phonon distribution function yields the follow-
ing expression for the contributions of longitudinal
and transverse phonons to the lattice thermal conduc-
tivity [13]:
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Table 1

, 1/K4 , 1/K3 , s , s , K , K
γ [16]

(method I)
γ [16]

(method II) γ [28]

Ge 2 × 10–21 2 × 10–13 5 × 10–19 1 × 10–19 180 55 0.67 0.76 0.50

Si 2.39 × 10–22 1.99 × 10–14 2.2 × 10–19 4.1 × 10–20 308 98 0.51 0.47 0.42

ξ 0.12 0.1 0.44 0.41

BN
L BN

T BU
L BU

T CU
L CU

T

(6)

Therefore, we will apply formulas (6) to calculating
the lattice thermal conductivity of silicon crystals with
various degrees of isotope disorder and improve the
results of the analysis carried out in [6] within the
framework of the generalized Callaway model. For-
mulas (6) show that the contribution of T phonons to
the drift terms increases due to the factor S∗ , whose
value for a silicon sample with orientation [111]
amounts to 1.84.

3. PHONON RELAXATION RATES
IN SILICON CRYSTALS

Based on the results obtained for germanium in [1,
2, 13], let us find parameters that determine the relax-
ation rates of phonons in anharmonic scattering pro-
cesses in silicon. According to the experiments on neu-
tron scattering, the phonon dispersion curves in the
units of ion plasma frequency for germanium and sili-
con are close over the whole Brillouin zone [27]. The
parameters of the effective force interaction also have
close values. The main difference between germanium
and silicon as regards the oscillation spectra and the
parameters of anharmonic relaxation processes is
attributed to the difference between the masses of
vibrating atoms. It is this factor that is primarily respon-
sible for the difference in the relevant effective Debye
temperatures: Θ(Si)/Θ(Ge) = 1.75. Therefore, one can
determine the relaxation parameters for silicon based
on the results for germanium. According to [1], param-
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eter AN, which determines the phonon relaxation rates
in normal scattering processes, is given by

(7)

where M is the atomic mass, a is the lattice constant,
and γ is the Grunisen parameter. Then, we obtain the

following expression for the coefficient , which
determines the phonon relaxation rate in normal scat-
tering processes in silicon in terms of the corresponding
parameter for germanium:

(8)

If we neglect the variation in the Grunisen parameter
while passing from germanium to silicon, as was
assumed in [1], and make use of the effective Debye
temperatures Θ(Si) = 650 K and Θ(Ge) = 376 K [20],
then we obtain the following transition parameter:
ξN = 0.17. If we take into account that the Debye tem-
peratures for L and T phonons are different (ΘL(Si) =
570 K, ΘT(Si) = 210 K, ΘL(Ge) = 333 K, and ΘT(Ge) =
118 K), we obtain the following estimates for the

parameter :

(9)

Let us estimate the variation in  when the difference
between the Grunisen parameters of germanium (γGe)
and silicon (γSi) is taken into consideration. Note that
the values of the Grunisen parameters γGe and γSi
strongly depend on the method of their determination
[16, 28]. A direct measurement of the third-order elas-
ticity constants yields γGe = 0.67 and γSi = 0.51 (see
Table 1) [16] (method I); then, from (8) we obtain

(9a)

It follows from thermodynamic relations [16] that γGe =
0.76 and γSi = 0.47 (see Table 1) [16] (method II); then,
taking into account (8), we obtain

(9b)

AN
γ2

Ma2Θ5
-----------------,∝

ξN
λ

AN
λ Si( ) ξN

λ AN
λ Ge( ),=

ξN
λ γSi

γGe
------- 

 
2 MGe

MSi
--------- 

  aGe

aSi
------- 

 
2 ΘGe

λ

ΘSi
λ---------

 
 
 

5

.=

ξN
λ

ξN
L 0.19, ξN

T 0.16.≈≈

ξN
λ

ξN
L 0.11, ξN

T 0.091.≈≈

ξN
L 0.073, ξN

T 0.06.≈≈
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Table 2

, s–1 , s–1 , s–1 , s–1 , s–1 , s–1 , K , K

Ge 37.1 × 106 167 × 106 3.4 × 106 2.6 × 103 8.6 × 106 1.72 × 106 180 55

Si 5.8 × 106 35.7 × 106 0.41 × 106 0.26 × 103 3.77 × 106 0.70 × 106 308 98

Note: There is a misprint in [13] in the values of : the parameters  and  are interchanged. The correct values are given in Table 2.

Ai
L Ai

T AN
L AN

T AU
L AU

T CU
L CU

T

AU
λ

AU
L

AU
T

From the formulas for the phonon relaxation rates in
normal scattering processes [16] (formulas (1.3.6) and
(1.3.13)) for various values of the Grunisen parameters
(see Table 1), we obtain

(9c)

Table 1 shows that the values of the parameter 
obtained by fitting the temperature dependences of the
thermal conductivity of silicon (see below) lie in the
interval given by estimates (9)–(9c).

The phonon relaxation rate in umklapp processes is
expressed as

(10)

where Cλ = Θλ/αλ. Taking into account that the param-
eter αλ is almost identical for germanium and silicon
crystals [6, 25] (αT = 2.15 and αL = 1.85) and the Debye
temperatures are ΘL = 570 K and ΘT = 210 K [6], we
obtain CL = 308 K and CT = 98 K for silicon. The vari-
ation in the parameter BU can roughly be estimated as
follows: two of the three phonons taking part in
umklapp processes have energies on the order of the

Debye temperature Θ(i). Therefore,  ∝ (Θ(i))–2 [1].
This relation yields the following estimates:

(11)

Parameter Au can also be estimated in a different way.
At sufficiently high temperatures T ~ (300–400) K, the
dominant contribution to the phonon momentum relax-
ation is made by umklapp phonon–phonon processes.
In this case, from the experimental data on the thermal
conductivity of germanium and silicon [6, 25], one
obtains ξU ≈ 0.42. The analytic expression κ ∝
M /γ2T [16] for the thermal conductivity at high
temperatures implies that

(12)
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One can see from Table 1 that the values of  obtained
from fitting the temperature dependence of the thermal
conductivity of silicon [6, 25] lie within the interval
0.3–0.5 and virtually coincide with the estimate
obtained from the high-temperature data on the thermal
conductivity of germanium and silicon with the natural
isotope compositions [6, 25].

As shown in [13], it is more convenient to use the
parameters determining the relaxation rates in s–1.
Table 2 presents the calculated constants for germa-
nium and silicon.

For the values of the fitting parameters presented in
Table 1, the relaxation rate of transverse phonons in
normal process is three orders of magnitude lower than
that for longitudinal phonons in silicon crystals:

(13)

In the case of scattering by isotope disorder, the relax-
ation rate of transverse phonons is nearly six times

higher than that for longitudinal phonons (  ≈ 6.2):

(14)

here, g = 2.3 × 10–6 for 28Si (99.86%) and g = 2.01 × 10–4

for silicon of natural composition. In the case of scat-
tering by the boundaries of a sample, we have

(15)

where LC is the Casimir length, l is the sample length,
and P is the probability of mirror reflection of phonons.

The value of  in the silicon crystals under investi-
gation was (1–2) × 106 s–1 [6]. Using the parameters of
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Table 1, we obtain the following expression for the
phonon relaxation rate in umklapp processes:

(16)

One can easily verify that the inequality (q) !

(q) holds for T phonons in the entire temperature
range and the contribution of these phonons to the ther-
mal conductivity is primarily determined by the diffu-
sion motion. However, for L phonons, the ratio

(17)

is greater than unity at T > 13 K and even much greater
than unity in the temperature interval 20 < T < 100 K.
Therefore, the drift motion of phonons in isotopically
enriched crystals of silicon largely determines the con-
tribution of L phonons to the thermal conductivity,
which, with regard to the above inequalities, can be rep-
resented as

(18)

Formulas (18) show that not only resistive scattering
processes of L phonons but also normal scattering pro-
cesses of T phonons, whose role is considerably

increased due to the factor , make a contribution to
the effective relaxation rate of L phonons for the Her-
ring relaxation mechanism (in contrast to the general-
ized Callaway model [1–12]). This fact results in a con-
siderable suppression of the drift motion of L phonons
and a decrease in the maximum values of thermal con-
ductivity for the Herring relaxation mechanism in iso-
topically pure silicon crystals.

Next, we demonstrate that the procedure described
for determining anharmonic parameters of silicon pro-
vides a satisfactory description of the experimental data
for natural silicon and enriched silicon with 99.8588%
28Si isotope concentration (SI284 [6]).

4. CALCULATION OF THE THERMAL 
CONDUCTIVITY OF SILICON CRYSTALS

WITH VARIOUS ISOTOPE COMPOSITIONS

Below, we present the results of calculating the ther-
mal conductivity κ(T) of silicon samples with various
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isotope compositions for two variants of phonon momen-
tum relaxation in normal processes (formulas (14)
and (15)). The results were fitted by varying the param-
eters of anharmonic relaxation processes to obtain the
best agreement between the calculated values of κ(T)
and experimental data both near the maximum of κ(T)
and at lower temperatures. The calculated data obtained
with the use of the results of [1, 2, 6] are presented in
Tables 1 and 2.

Figure 1 displays the thermal conductivity versus
temperature calculated for silicon crystals with
99.8588% 28Si isotope concentration (SI284 [6])
(curves 1H and 1S) and for silicon with the natural iso-
tope composition [25] for two variants of phonon
momentum relaxation in normal processes (curves 2H, S):
the Herring mechanism (H) and the generalized Calla-
way model (S). One can see that the difference between
the calculated results for the two variants of phonon
relaxation in natural silicon crystals is negligible. For
28Si (99.86%), there is a small difference (within exper-
imental error) between the positions of the maxima of
thermal conductivity for these variants [6]. The maxi-
mum values κmax(Tmax) of thermal conductivity for the
generalized Callaway model are appreciably greater
(by 11%) than those for the Herring mechanism. How-
ever, by varying the parameters related to the anharmo-

nicity of lattice oscillations (  and ), one can fit
the calculated values of thermal conductivity to the
measured values. Thus, the experimental results of [6]
do not allow one to make a definite conclusion in favor
of one or another model, although it has been generally
recognized that the dominant relaxation mechanism of
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Fig. 1. Total thermal conductivity of silicon crystals with
various isotope compositions versus temperature: (1) with
99.86% 28Si isotope concentration (CBL = 1.2), (2) with the
natural isotope composition (CBL = 1.8) for two mechanisms
of momentum relaxation in normal phonon scattering pro-
cesses (H corresponds to the Herring mechanism and S corre-
sponds to the generalized Callaway model). Symbols represent
the experimental data from [2, 6].
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thermal phonons in both germanium and silicon crys-
tals is the Herring mechanism [1, 15–18]. It is the anal-
ysis of experimental [2] and calculated [13] tempera-
ture dependences of thermal conductivity for two vari-
ants of phonon relaxation in highly enriched 70Ge
(99.99%) that has allowed us to make a definite conclu-
sion that the Herring mechanism in germanium is not
only the dominant one but also an efficient factor that
limits the maximal values of thermal conductivity in
isotopically pure germanium crystals.
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Fig. 2. Total thermal conductivity of silicon crystals versus
temperature (curves 1–4) for the Herring mechanism and
(curves 1S, 2S, 3S, and 4S) for the generalized Callaway
model. Curves 1 and 1S correspond to silicon with the nat-
ural isotope composition and g = 201 × 10–6, curves 2 and
2S correspond to SI284 [6] and g = 2.33 × 10–6, curves 3 and
3S correspond to g = 7 × 10–7, and curves 4 and 4S corre-
spond to monoisotopic 28Si and g = 0.

50

0 20

κ,
 W

/(
cm

 K
)

T, K

100

150

200

250

300

350

450

40 60 80 100 120 140

2L

1T

400

2T

1L

1

2

Fig. 3. Total thermal conductivity (curves 1 and 2) and con-
tributions of L and T phonons versus temperature for a sil-
icon crystal (CBL = 1.2) for g = 7 × 10–7 for two variants of
phonon momentum relaxation in normal processes:
(curve 1) the Herring mechanism and (curve 2) the gener-
alized Callaway model.
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The situation is qualitatively changed as the degree
of isotope disorder decreases further. Figure 2 shows
the calculated values of κ for silicon crystals with dif-
ferent concentrations of the 28Si isotope. One can see
that the two variants of phonon momentum relaxation
in normal processes give qualitatively different results
for isotopically enriched silicon crystals. When g < 10–6,
the contribution of L phonons to the maximal value of
the total thermal conductivity κmax in the generalized
Callaway model sharply increases as the isotope disor-
der degree g decreases, and, for g < 7 × 10–7, κmax is pre-
dominantly determined by L phonons. For the Herring
mechanism, the maximum thermal conductivity is pre-
dominantly determined by T phonons in the entire
range of variation of g (g < 10–6). The momentum redis-
tribution between L and T phonons in normal Herring
processes leads to a considerable suppression of the
drift motion of L phonons and, accordingly, their con-
tribution to κ(T). Thus, the normal Herring phonon–
phonon scattering processes represent an efficient
mechanism that limits the maximum thermal conduc-
tivity in isotopically enriched crystals of silicon. The
two variants of phonon relaxation in normal scattering
processes for g < 10–6 exhibit qualitatively different
behaviors of κ(T) in the neighborhood of the maxi-
mum: an increase in the contribution of L phonons near
the maximum of κ(T) changes the shape of the function
κ(T). For g ≈ 7 × 10–7, the contributions of L and T
phonons become approximately equal, and the function
κ(T) has a broad flat top for the generalized Callaway
model (curve 3S). As g  0, κmax in the generalized
Callaway model is mainly attributed to L phonons
(curve 4S), while the temperature Tmax is shifted by
more than 10 K as compared with the Herring variant
(curve 4). This difference between the behaviors of
κ(T) in the neighborhood of maxima in the two variants
of phonon relaxation in normal scattering processes can
be verified experimentally.

Figure 3 represents the calculated thermal conduc-
tivity and the contributions of L and T phonons to κ(T)
for silicon crystals with g = 7 × 10–7 for the generalized
Callaway model (curves 2, 2L, and 2T) and for the Her-
ring mechanism (curves 1, 1L, and 1T). One can see
that the contributions of transverse phonons to κ for
two variants of phonon relaxation in normal processes
differ insignificantly (curves 1T and 2T) because these
contributions are mainly determined by the diffusion
motion of phonons. However, the contribution of
L phonons is determined by the drift motion, and, for
the generalized Callaway model (curve 2L), this contri-
bution is about 4.5 times greater than that for the Her-
ring mechanism (curve 1L).

The positions of the maxima of the thermal conduc-
tivity, Tmax(g), also differ significantly for the two vari-
ants of phonon relaxation in normal scattering pro-
cesses in isotopically enriched crystals (see Fig. 4). For
the Herring mechanism, Tmax decreases from about
 AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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22−23 K for silicon with the natural composition to 19
K for isotopically pure silicon. For the generalized Cal-
laway model, a decrease in the isotope disorder g first
leads to a decrease in Tmax (for silicon with the natural
composition, Tmax ≈ 22 K for g ≈ 10–5) and then sharply
increases as g decreases to g ≈ 7 × 10–7. Finally, for iso-
topically pure silicon (g = 0), we have Tmax ≈32 K. Such
a behavior of Tmax(g) for the generalized Callaway
model is associated with the fact that, instead of

T phonons ( ), L phonons ( ) start to play
the dominant role in thermal conductivity; the thermal
conductivity associated with the latter phonons attains
its maximum at higher temperatures (see curves 2L
and 1T). This difference in the behavior of Tmax(g) for
two variants of phonon relaxation in normal scattering
processes admits experimental verification.

The analysis of the contributions of T phonons to the
total thermal conductivity of silicon crystals with dif-
ferent degrees of isotope disorder has shown that (see
Fig. 5) L phonons make the dominant contribution to
the thermal conductivity of silicon crystals with the nat-
ural isotope composition (curves 1H and 1S). In the
range of temperatures from 15 to 60 K, this contribu-
tions is greater than 80% of the total thermal conductiv-
ity. A decrease in the degree of isotope disorder leads to
an increase in the drift velocity of longitudinal phonons
and, consequently, to an increase in their contribution
to the thermal conductivity. For isotopically enriched
crystals of 28Si (99.86%) (curves 2H and 2S), the rela-
tive contribution of T phonons to κ(T) decreases for
both models: up to 67% at 40 K for the Herring mech-
anism and up to 44% at 38 K for the generalized Calla-
way model. For isotopically pure 28Si (g = 0) (curves 3H
and 3S), the contribution of T phonons to κ(T) for
the Herring mechanism decreases insignificantly
(by 2%) as compared with 28Si (99.86%) and amounts
to 65% of the total thermal conductivity. For the gen-
eralized Callaway model, the contribution of T phonons
decreases in this case to 25% of the total thermal con-
ductivity.

Now, let us consider the ratio  of the drift and
diffusion contributions to the thermal conductivity of
silicon with various degrees of isotope disorder for both
branches of the phonon spectrum. Figure 6 shows that,
for the Herring mechanism, the contribution of the drift
motion of L phonons to the thermal conductivity of 28Si
(99.86%) near the maximum decreases by about
2.5 times as compared with the result obtained for the
Callaway model. However, it is two orders of magni-
tude greater than the contribution of the diffusion
motion of L phonons in this case too. Note that the con-
tribution of the drift motion of L phonons to the thermal
conductivity of silicon with 99.86% 28Si isotope con-
centration for the Herring mechanism attains its maxi-
mum at a temperature of 52 K; in this case, it is two
orders of magnitude greater than the diffusion contribu-

Tmax
T g( ) Tmax

L g( )

κ2
λ /κ1

λ
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tion. On the other hand, the contribution of the drift
motion of T phonons near the maximum thermal con-
ductivity amounts to about 1% of the total thermal con-
ductivity κT for the generalized Callaway model and
about 4% for the Herring mechanism. For isotopically
pure 28Si (curves 3S and 3H), the drift motion of T
phonons makes a small contribution to the thermal con-
ductivity for both variants of phonon relaxation in nor-
mal processes. However, for the Herring mechanism
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Fig. 4. Temperature Tmax of the maximum total thermal
conductivity versus the degree of isotope disorder g for two
variants of phonon momentum relaxation in normal scatter-
ing processes (curve 1 corresponds to the Herring mecha-
nism and curve 2 to the generalized Callaway model) and
the contributions of L and T phonons.
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near the maximum, this contribution is three times
higher, which is attributed to the transfer of the drift
momentum from longitudinal to transverse phonons in
the Herring normal processes. On the other hand, the
contribution of the drift motion of L phonons to the
thermal conductivity of 28Si crystals is three orders of
magnitude higher than that of the diffusion motion for
the generalized Callaway model. The redistribution of
the drift momentum from L to T phonons in normal
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Fig. 7. Maximum values of thermal conductivity κmax ver-
sus the degree of isotope disorder g for (curves 1 and 2) sil-
icon and (curves 3 and 4) germanium crystals for the two
variants of phonon momentum relaxation in normal scatter-
ing processes; curves 1 and 3 correspond to the Herring
model, and curves 2 and 4, to the generalized Callaway
model. Symbols represent experimental results: s corre-
sponds to 28Si (99.86%) [6], + corresponds to silicon with
the natural composition [25], and n correspond to germa-
nium crystals with various isotope compositions [2, 5].
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scattering processes reduces this contribution by nearly
an order of magnitude, although it is still greater than
the contribution of the diffusion motion by two orders
of magnitude. As the isotope disorder increases, the

ratio  decreases for both branches of the phonon
spectrum, and the difference between the generalized
Callaway model and the Herring mechanism for Si with
the natural isotope composition becomes negligible.

Figure 7 illustrates the temperature dependence of
the maximum thermal conductivity κmax on the degree
of isotope disorder g for the two variants of phonon
momentum relaxation in normal scattering processes
for the same values of boundary scattering as in [6]
(CBL = 1.2). One can see that these graphs are essen-
tially different for small values of g. For the Herring
mechanism, κmax(g) virtually attains saturation (curve 1) at
the values of g less than 7 × 10–7 (which corresponds to
99.96% 28Si isotope concentration). For the generalized
Callaway model (curve 2), κmax continues to increase
for values of g less than 7 × 10–7. According to the
experimental data of [6] for 28Si (99.86%) and the esti-
mates given in the present paper, the maximum thermal
conductivity in monoisotopic 28Si for the Herring
mechanism is κmax(g = 0) ≈ 393 W/cm K; i.e., one can
increase the thermal conductivity by 25% as compared
with 28Si (99.86%). For g = 10–7 (which corresponds to
99.99% 28Si isotope concentration), the maximum ther-
mal conductivity is only 1.4% less than κmax(g = 0),
whereas, for g = 7 × 10–7, κmax is less than κmax(g = 0)
by 8.6%. Therefore, the limit of isotopic enrichment of
28Si (99.99%) can be regarded as the optimal value for
obtaining the maximum thermal conductivity. It is
obvious that the normal Herring phonon–phonon scat-

κ2
λ /κ1

λ
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tering processes represent an efficient mechanism that
limits the maximum thermal conductivity of isotopi-
cally enriched silicon crystals.

5. CONCLUSION

We have carried out a detailed analysis of the lattice
thermal conductivity of silicon crystals with various
isotope compositions. Based on the experimental data
for silicon with the natural isotope composition and 28Si
(99.86%), we have determined the parameters respon-
sible for the phonon momentum relaxation in anhar-
monic phonon–phonon scattering processes. We have
considered two variants of phonon momentum relax-
ation in normal phonon–phonon scattering processes.
The calculated values of the thermal conductivity for
silicon with the natural isotope composition and for 28Si
(99.86%) for the Herring relaxation mechanism are in a
good quantitative agreement with the experimental
data. We have demonstrated that, for a sample of 28Si
(99.86%) (g = 2.33 × 10–6), the degree of isotope disor-
der (g = 7 × 10–7) is yet higher than that necessary for
the two variants of phonon relaxation in normal pro-
cesses to give qualitatively different results.

The analysis has shown that the thermal conductivi-
ties for the generalized Callaway model and our model,
based on the specific features of phonon relaxation in
the normal Herring processes, are qualitatively differ-
ent for isotopically enriched crystals of 28Si (99.96%)
for g = 7 × 10–7. In this case, the maximum thermal con-
ductivity κmax is mainly determined by T phonons for
the Herring mechanism, whereas, for the generalized
Callaway model, it is predominantly determined by
L-phonons. In this case, the functions κ(T) in the neigh-
borhood of the maximum are qualitatively different for
the two variants of phonon relaxation in normal pro-
cesses for g < 10–6, while the positions of the maxima
of the thermal conductivity for the generalized Calla-
way model are shifted by about 10 K to higher temper-
atures with respect to the temperatures obtained by the
Herring mechanism. Such differences in the behavior
of Tmax(g) and κ(T) near the maximum for the two vari-
ants of phonon relaxation in normal scattering pro-
cesses admit experimental verification.

We have also calculated the maximum thermal con-
ductivity κmax(g) as a function of the isotope disorder
parameter g for the two variants of phonon momentum
relaxation in normal processes. For monoisotopic 28Si
with the same boundary scattering parameters as 28Si
(99.86%) [6], we obtained κmax(g = 0) ≈ 393 W/cm K
and Tmax ≈ 19.2 K for the Herring model and κmax(g =
0) ≈ 505 W/cm K and Tmax ≈ 32 K for the generalized
Callaway model. Since the dominant mechanism of
normal scattering processes in silicon crystals is the
Herring mechanism, based on the results of the present
analysis, we can assume that the maximum thermal
conductivity of silicon can be increased by 25% as
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
compared with that achieved for 28Si (99.86%) [6]. It
should be noted that the function κmax(g) attains satura-
tion for g ≈ (1–2) × 10–7, and the values of κmax(g) are
only (1–2)% less than κmax(g = 0). Therefore, by enrich-
ing silicon from 99.86% to 99.99%, one can increase
the maximum thermal conductivity of silicon by 24%
for samples of the same sizes and the same surface
treatment. Note that our estimates apply to chemically
pure perfect silicon crystals. The presence of impuri-
ties, especially electrically charged ones, may substan-
tially reduce κmax.
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Abstract—The measured parameters of spin–orbit spectral splitting in HgCdTe-based MIS structures with
positive and negative Kane gap Eg are compared with the parameters calculated using the three- and four-band
Kane model. The disregard of the finite spin–orbit splitting ∆ of the valence band in calculations leads to exag-
gerated values of Rashba splitting (especially for Eg < 0) even for small ratios |Eg |/∆, although the subband
parameters averaged over two spin branches of the spectrum in the two-, three-, and four-band Kane approxi-
mations for the same concentrations are practically identical. In the zero-gap HgCdTe, the measured as well as
calculated values are noticeably higher, but the four-band approximation leads to values of splitting for both
materials which are 20–40% lower than the experimental value. The inclusion of the interband interaction
reduces these discrepancies, but does not eliminate them completely. It is shown that the approximations of the
2D spectrum with spin–orbit splitting linear in quasimomentum, which are conventionally used in the analysis,
may lower the effective Rashba parameter by a factor of 2–4. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A strong increase in the interest in theoretical [1]
and experimental [2] investigations of the spin–orbit
splitting of the 2D spectrum in asymmetric quantum
wells (Rashba effect) during the last 2–3 years is due to
widespread discussions of the ideas of creating a quan-
tum computer and a spin analog of the field transistor
proposed by Datta and Das [3] on the basis of the
Rashba effect (it should be noted, however, that theoret-
ical investigations of the problem have been carried out
for more than forty years [4–6], while the first purpose-
ful experiments were conducted in 1989–1990 [7−9]).
In the simplest phenomenological Rashba model, the
quadratic 2D spectrum of asymmetric quantum wells is
supplemented with an additional term linear in the 2D
wave vector k with the Rashba parameter α:

(1)

If the splitting ∆R = E+ – E– corresponds to the preces-
sion frequency ωR = ∆R/", the polarization vector
rotates through the angle θ = ωRL/v  = ∆RL/∇ kE during
the motion of an electron with velocity v  = ∇ kE/" in a
channel of length L. It should be noted that we are
speaking of the circular (“chiral”) polarization since the
Rashba subbands, being mixtures of “spin-up” and
“spin-down” states, are not polarized in the conven-
tional sense even in the one-band analysis, and addi-
tional complications appear in the case of Kane semi-
conductors we are interested in. We shall not touch
upon this aspect of the problem nor the problem of
“spin-selective” sink and shall source (which were con-

E± "
2k2

2m∗
---------- αk.±=
1063-7761/02/9503- $22.00 © 20491
sidered in [10–12]) and shall confine our analysis to the
Rashba splitting proper. In accordance with Eq. (1), we
have ∆E = 2αk and θ ≈ 2αm*L/"2; i.e., these quantities
are determined not by the energy splitting proper, but
by the Rashba parameter α (this statement formulated
in [3] is valid, however, only in the simplest case of a
parabolic subband (1); see below), which is normally
used as a measure of the effect.

Being a relativistic-type effect, Rashba splitting is
ultimately due to band mixing by an electrostatic sur-
face potential confining electrons at the boundary,
which plays a dual role in the problem under investiga-
tion. On the one hand, it leads to size quantization and,
as a result, to “two-dimensionalization” of the electron
spectrum; on the other hand, being asymmetric and per-
pendicular to the 2D quasimomentum, it leads to spin–
orbit splitting. In the framework of the two-band model
taking into account only the interaction of bands Γ6 and
the light branch Γ8 in the lowest (third) order of pertur-
bation theory, α = 〈α mdV/dz〉 , where we have singled
out the factor

(2)

determined by material parameters, viz., the Kane gap
Eg and the Kane matrix element P which are virtually
identical for all Kane semiconductors. The quantity α
(which is a phenomenological parameter in the one-
band model) is determined both by band parameters
and by the form of potential V(z) and the wave function
(for a symmetric potential, 〈α mdV/dz〉  = 0 and Rashba
splitting is absent). The implementation of the idea of
the spin transistor requires a high degree of splitting
ensuring the precession angle θ ≈ π over the spin coher-

αm P2/3Eg
2,=
002 MAIK “Nauka/Interperiodica”
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ence length as well as the possibility of modulation
δθ ≈ π by an external electric field.

The results of different studies (asymmetric quan-
tum wells in the InGaAs system were mainly investi-
gated [13, 14]; in recent years, publications have
appeared on MIS structure of the InAs type [15]) differ
not only in the values of α, but also (which is most sig-
nificant) in its dependence on the applied external field.
In [13], a decrease in α upon an increase in the positive
bias voltage at the field electrode (upon an increase in
the subband concentrations ni) was observed, while the
authors of [14, 15] observed the opposite behavior. On
the other hand, it was proved earlier in [7] both experi-
mentally and in the framework of a semiphenomeno-
logical analysis that, although the splitting ∆R in surface
quantum wells based on narrow-gap materials
increases with the electric field, parameter α does not
change in a typical experimental situation and has the
universal value α ≈ e2/ε, which does not depend on the
depth of the well or on the band parameters of the mate-
rial. Independence of α of the external electric field was
also observed for InAs/AlSb quantum wells [16]. As
regards the theory, the estimates available for InGaAs
quantum wells lead to values of α which are 2–4 times
higher than the experimental values.

It will be proved below that, to a certain extent, the
above discrepancy can be due to the fact that the exper-
imentally measured quantity is not α, but the splitting

∆kF = (  – ) of the Fermi “surfaces” (n± are
2D concentrations in two “spin” subsubbands of the
size quantization subband, which are determined
directly from magneto-oscillation effects) or the energy
splitting ∆R (measured by optical methods and using
weak antilocalization effects). However, the value of
the Rashba parameter depends considerably on the
models used for describing the spectrum in 2D sub-
bands. Almost in all publications, the analysis is carried
out on the basis of either the parabolic approximation
(1) or the subband dispersion relation of the Kane type,
but with Rashba splitting linear in k as in relation (1):

(3)

where the parameters approximating the spectrum in
the ith 2D subband are the rest mass mi and the Kane
velocity si (in surface quantum wells based on narrow-
gap semiconductors, several size-quantization sub-
bands are filled, as a rule, even for insignificant band
bendings). It should be emphasized that the application
of the parabolic dispersion relation is inadequate in the
given experimental situation since clearly manifested
Rashba splitting is observed just for materials with a
narrow gap and a strong spin–orbit interaction (in com-
plete agreement with relation (2) derived in the limit
∆  ∞), in which nonparabolicity cannot be ignored.

4π n– n+

E si"k( )2 misi
2( )2

+ misi
2– α ik,±=
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However, it was shown even in [7] that the Kane
Hamiltonian in fact corresponds to the dispersion rela-
tion 

(4)

with saturated splitting  = 2αimisi/", which was
later confirmed by numerical calculations [17, 18]. It
will be shown below that, when different approxima-
tions are used for the subband dispersion relations, the
values of α extracted from the experimental values of
splitting,

(for approximation (4)), or from the occupancies of

subsubbands, α = "2(  – )/mi (in approxi-
mation (3), an additional factor equal approximately to

1 – π"2(n+ + n–)/  appears), may differ by a factor
of several units.

In order to eliminate the above contradictions and to
find the materials, structures, and conditions for which
the Rashba effect is manifested most clearly, further
experimental and theoretical investigations are
required. In this work, we report on the results of such
an investigation in a 2D electron gas of MIS structures
based on the narrow-gap semiconductor HgCdTe with
direct and inverse band structure, in which the Rashba
splitting must be manifested most strongly in view of
the small width of the Kane gap, strong spin–orbit
interaction, and extreme asymmetry of quantum wells
in MIS structures. As regards the comparison with the
theory, it is important that the potential distribution
(and the spin–orbit splitting which is most sensitive to
it) in the surface channels of MIS structures can be reli-
ably calculated in the framework of a self-consistent
procedure, while the confining potential in semicon-
ducting heterostructures is not known exactly as a rule.

2. EXPERIMENT

We studied MIS structures with a typical area of 5 ×
10–4 cm2, prepared by anode oxidation on substrates
made of the ternary compound Hg1 – xCdxTe with two
compositions (x = 0.135 and 0.195) corresponding to
energy gaps Eg = –50 meV (semimetallic sample SM)
and Eg = +50 meV (semiconducting sample, SC),
which are close to the band-inversion point, but have
opposite signs, and with concentrations NA – ND = 7 ×
1016 cm–3 (SM) and NA – ND = 5 × 1016 cm–3 (SC) of
uncompensated acceptors, leading to close values of
charge of the depleted layer for the same ni. We studied
magneto-oscillations of differential capacity of the
space-charge region in quantizing magnetic fields H up
to 6 T for voltages across the field electrode ranging
from −1 to 10 V, which corresponds to the concentra-
tion range ns ~ (0–8) × 1012 cm–2 of electrons induced

E si"k( )2 misi
2( )2

2misi
2α ik±+ misi

2–=

∆R
max

α ∆ R/2k 1 si
2
"

2k2 ∆R/2( )2–[ ] / misi
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2
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in the inversion layer. The application of the method of
magnetocapacitive spectroscopy which is not critical to
the gap width makes it possible to study the features of
Rashba splitting in materials with different signs of Eg

by using the same experimental approach.

Both types of structures in the subband concentra-
tion range ni = (0.5–4.0) × 1012 cm–2 display clearly
manifested oscillation beats for all the three observed
size quantization subbands (Fig. 1; all the results in this
work correspond to T = 4.2 K), indicating the formation
of Rashba spin subsubbands and the clearly manifested
splitting of the Fourier spectra 1/H. The latter spectra

were used to determine the populations  of subsub-

bands and the “degree of polarization” ∆ni /ni = (  –

)/(  + ), which is plotted in Fig. 2 for the first
two subbands as a function of ni. This quantity appears
as the most suitable characteristic of the magnitude of
the effect not only because it can be measured directly
in experiments, but also because it provides a descrip-
tion of “polarization” evolution in the spin transistor
channel. Indeed, since the value of ∆R is quite small
(third-order effect in perturbation theory), we have ∆R =
∇ kE∆kF, and the precession angle θ = L∆kF ≈
(∆ni /ni)  is determined only by the “degree of

ni
±

ni
–

ni
+ ni

– ni
+

2πni

0

1 2
H, Tl

0.10

0.15

0

3 4 5

2 4 6
Hf, Tl

(b)

0.5 1.0 1.5
n, 1012 cm–2

i = 2
i = 1 (a)

∆ni/ni

dC/dVg

Fig. 1. (a) Magneto-oscillations of capacitance and their Fou-
rier spectrum 1/H for the SC sample for ns = 7.9 × 1012 cm–2.
Inset (b) shows the values ∆ni /ni of obtained from the Fourier
analysis in the magnetic field interval Hl–Hh for Hl = 1 (light
circles) and 2.2 T (dark circles). Fourier curves for i = 0 cor-
respond to the region n ≈ 2.7 × 1012 cm–2.

1/H
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
polarization” irrespective of the type of dispersion rela-
tion.

It should be noted that, for a small number of beat
nodes, the experimental values of ∆ni /ni depend
strongly and nonmonotonically on the range of mag-
netic fields under investigation: variations may reach
50% and higher (see Fig. 1b). This circumstance should
be specially emphasized since only one beat was
observed in a typical experimental situation in which
the Rashba splitting modulated by the field electrode
was investigated. Together with the weak splitting of
Fourier lines in this publication, this may crucially
affect the splitting parameters and (which is most sig-
nificant) their dependence (and even its type) on the
voltage across the field electrode.

In both types of structure, oscillations were
observed even for low concentrations down to ni ≈ 5 ×
1010 cm–2; however, the small number of oscillations
does not allow one to determine reliably the value of
∆ni /ni in this region for the above reason. For the fun-
damental subband in the sample with the positive gap,
for ns < 1 × 1012 cm–2, oscillations display individual
spin components, Fourier frequencies are doubled, and
it becomes practically impossible to determine ∆ni /ni.
In both samples, it is difficult to determine ∆ni /ni for
ns > (3–4) × 1012 cm–2 also in view of strong quenching

0.3

0.2

0.1

0 1 2 3 4
ni, 1012 cm–2

∆ni/ni

5
6
7
8

1

2

3

4

9

Fig. 2. Experimental (symbols) and calculated (curves)
dependences of ∆ni /ni on the subband concentrations ni in
SM (1, 2, 5, 6) and SC samples (3, 4, 7, 8) calculated for the
ground (5, 7, and solid curves) and the first excited sub-
bands (6, 8, and dashes curves) in the three- (1, 3) and four-
band (2, 4) approximations. Curves 9 present the ratio
Ndep/ni for the SC sample.
SICS      Vol. 95      No. 3      2002



494 RADANTSEV, YAFYASOV
of oscillation amplitudes for the low-energy branch of
the spectrum (due to large values of cyclotron masses in
this subsubband [19]).

The same figure shows the results of calculations
made in the framework of the six-band (∆  ∞)
approximation [17]. The theory is in satisfactory agree-
ment both as regards the order of magnitude of ∆ni /ni

(the discrepancy does not exceed 40%, while for
InGaAs quantum wells the theoretical and experimen-
tal values may differ by a factor of several units) and as
regards the form of the concentration dependence of
this quantity. For the fundamental subband of the SM
sample, the theory gives a slightly exaggerated value of
the effect (although the discrepancy exceeds the exper-
imental error only slightly), while the calculated values
of ∆ni /ni for the SC sample are noticeably lower. The
theory leads to slightly higher values of ∆ni /ni for
excited subbands as compared to the fundamental sub-
band, while the reverse situation is observed in experi-
ments (especially for Eg < 0). It should be noted that, as
regards usually measured parameters of 2D subbands
not associated with the Rashba splitting (carrier distri-
bution over subbands, values of ns corresponding to the
starting points of subbands, the values of cyclotron
mass, etc.), the discrepancy between the theory and
experiments lie within the errors. Since the finite value
of the spin–orbit splitting of the valence band must pri-
marily be manifested in spin effects, it cannot be ruled
out that taking into account the band Γ7 in the initial
Hamiltonian exactly may change significantly the
extent of matching to experimental results as regards
the spin–orbit splitting.

3. THEORETICAL MODEL

The theoretical description of the spectrum and
parameters of subbands is carried out in the framework
of the scenario [17] based on the reduction of the initial
matrix equation to an equation of the Schrödinger type.
In contrast of the methods based on direct numerical
integration of the initial matrix equations which do not
permit a clear physical interpretation, we can easily sin-
gle out in such an approach the terms responsible for
the effects of nonparabolicity, spin–orbit splitting, and
resonant interband mixing and can clearly see specific
features of materials with direct and inverse band struc-
ture. An important advantage of this method is the pos-
sibility of comparison with the results of experimental
and theoretical investigations based on an approximate
description of the spin–orbit splitting by introducing a
phenomenological term of the spin–orbit interaction
with the Rashba parameter into the subband equations
for effective mass.

An analysis [17] based on the three-band model
does not provide the dependence of the Rashba splitting
on parameter ∆, while the effect itself is directly caused
by the spin–orbit interaction. The correctness of a
description ignoring the band Γ7 (especially spinor-
JOURNAL OF EXPERIMENTAL 
type effects) is most questionable in the case of 2D sys-
tems based on relatively wideband semiconductors
HgTe and especially InAs, in which the values of Eg and
∆ are virtually identical. For large values of the depth of
a surface quantum well (as in the case of inversion lay-
ers in a strongly doped semiconductor), the correctness
of such an approach is also dubious in the case of nar-
row-gap materials (especially with a negative gap) and
at least requires verification.

In zero magnetic field, the inclusion of the Γ7 band
can be easily incorporated in the algorithm of the
approach developed in [17]. After solving the standard
8 × 8 matrix equation for the wave function component
pertaining to the Γ6 band (s electrons in the surface lay-
ers of materials with Eg > 0) or to the light branch of the
Γ8 band (p electrons in the electron channel of a zero-
gap semiconductor) and using the transformation elim-
inating first-order derivatives, we can reduce the prob-
lem to a Schrödinger-type equation which we present in
standard form by introducing the bulk effective mass mb

at the bottom of the conduction band (actually, the
spectrum is independent of this parameter) and the

Kane velocity sb = P/":

(5)

where the effective energy is given by

In the effective potential, we have singled out the spin-
independent term responsible for nonparabolicity
effects (an analog of the potential in the Klein–Gor-
don–Fock equation),

(6)

(the last term in the (1 + 2)-dimensional system under
investigation can be regarded as an analog of the certrif-
ugal potential in the 3D centrosymmetric problem), and
the spinor terms describing the effects of interband
mixing by the electrostatic surface potential. In view of
degeneracy of the Γ8 band, the interactions of the Γ6
band and the light branch of the Γ8 band with the heavy
branch of the Γ8 band differ significantly, and the spin–
orbit term Uso and the terms Ur1 and Ur2 responsible for
the mixing of states in the surface channel and the states
in the bulk of the semiconductor by the electric field (in
the case of a narrow gap, 2D states are often resonant
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states), as well as the dimensionless parameter E∆, dif-
fer for channels with s and p electrons. For electron lay-
ers with Eg > 0, we have

while, for electron channels in materials with Eg < 0, we
have

where 

If the energies are measured from the bottom of the Γ6
band for s electrons and of the Γ8 band for p electrons,
we have

For ∆  ∞, the factors in the brackets describing
the effects of interaction with the Γ7 band are equal to
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unity except for notation, and we arrive at the equations
derived in [17]. It can easily be seen, however, that, in
the opposite limiting case (∆  0), these factors
(except the spin–orbit term) do not suffer radical
changes. For the resonant terms Ur1 and Ur2, in the case
of s electrons, these factors are also equal to unity (for
the most unfavorable values of ∆ ≈ Eg, their value dif-
fers from unity by less than 15%), while for p electrons
they increase not more than twofold (the effective
potential contains the ratios of the terms containing
such factors). For a Klein–Gordon potential, in the limit
∆  0, the factor depending on ∆ is equal to 3/2,
which corresponds to the renormalization of mass mb

for ∆  0 as compared to the case when ∆  ∞.
Thus, the inclusion of the contribution from the Γ7 band
should not lead to strong variations of 2D-subband
parameters calculated without taking into account the
spin–orbit interaction, which is confirmed by numerical
calculations (see below).

Radical changes (for moderate values of ∆) as com-
pared to the three-band model occur only in the spin–

orbit terms . For small ratios ∆/Eg, potentials 
are linear in ∆, and Rashba splitting vanishes in the
limit ∆  0.

It can easily be seen that the structure of the spin–
orbit term for s electrons is similar to (or coincides with

in the limit of large Eg) the expression  =
αmk(dV/dz) obtained in the form of a correction to the
one-band approximation in [18, 20] with the parameter

(7)

where we have used (in the last equality) the expression
for the effective mass mb = 3"2Eg(Eg + ∆)/2P2(3Eg + 2∆).

4. COMPARISON 
WITH EXPERIMENT AND DISCUSSION

Numerical self-consistent calculations were carried
out using the following two approaches: (1) direct self-
consistent integration of the Poisson equation and
Eq. (5) in a block with a size considerably exceeding
the Debye screening length with zero boundary condi-
tions and (2) in the framework of a semiclassical
approach both in the quantization of the spectrum and
in the calculation of the surface potential. It was noted
above that 2D states in inversion layers of narrow-gap
semiconductors often overlap in the spectrum with the
states of the valence band in the bulk; i.e. these states
are formally resonance states. However, both experi-
ments and numerical calculations [21] indicate their
very weak blurring even in the limiting case |Eg| = 0.
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The physical reason for such a behavior was found in
[22]. For any attractive potential V(r) in the  Klein–Gor-
don potential UKG, there exists a potential barrier sepa-
rating 2D states from 3D states. For an overwhelming
majority of electrons in the surface layer (except the
states near the bottom for 2D subbands), such a barrier
is completely impermeable, which is ultimately due to
nonconservation of the transverse quasimomentum
during tunneling to the bulk states [22].

When the spinor terms (Ur1, Ur2, and Uso) are taken
into account, the effective potential acquires an addi-
tional contribution with an infinitely high potential wall
on the side of the bulk states, which is associated with
a singularity in 1/E+(z) (for p electrons, the singularity
which is closer to the surface in the function 1/Bk(z)
dominates). This apparently corresponds to nonconser-
vation of a certain “spinor” characteristic related to
helicity upon a transition to bulk states in the case of
Dirac electrons. As a result, the states at the bottom of
2D subbands are also found to be stationary. The con-
tribution from spinor terms narrows the surface poten-
tial well in the effective potential and, as a result, leads
to a resonant shift of energy levels towards higher ener-
gies (as compared to the  Klein–Gordon approxima-
tion), which is most significant for states near the bot-
tom of 2D subbands. For nonzero values of k, the posi-
tions of zeros of E+(z) and Bk(z) and the width of the
well in the effective potential are different for two spin
branches due to the contribution of Uso, which causes
the splitting of the spectrum. As the 2D quasimomen-
tum increases, the Rashba potential Uso linear in k
increases, but the poles in 1/E+(z) and 1/Bk(z) in this
case move away from the surface. As a result, the con-
tribution to the effective potential in the surface region
of the potential well associated with Ur1, Ur2, and Uso

decreases together with the difference in the potentials
for two spectral branches (and, hence, the Rashba split-
ting) starting from certain values of k and disappears in
the limit of large k.

Since the effect of remote bands forming the disper-
sion of heavy holes was disregarded in the initial
Hamiltonian of this study (we used the experimental
values of masses for heavy holes in the Poisson equa-
tion), the resonance mixing of the electron branches of
the channel with the states of heavy holes is negligibly
small in the framework of the model under investiga-
tion. The latter, however, cannot make a noticeable con-
tribution to the spectrum since it is significant only in
an extremely small neighborhood of the bottom of 2D
subbands [23]. Thus, 2D states are in fact stationary,
and the tunnel exchange with the bulk states (the low-
frequency nature of the volt-farad characteristics in
both types of structures under investigation down to
frequencies of ~10 MHz indicate a sufficiently high rate
of this exchange) and the broadening of the levels are
due to scattering processes rather than the resonance
mechanisms.
JOURNAL OF EXPERIMENTAL 
A comparison of the results of numerical integration
and semiclassical quantization is of dual interest. On
the one hand, the adequacy of the semiclassical descrip-
tion of the size-quantized spectrum in the surface layers
of narrow-gap semiconductors with Eg > 0 in the frame-
work of the two-band model was emphasized in many
publications (the corresponding arguments and refer-
ences can be found in [17]). On the other hand, com-
puter time expenditures for direct integration are sev-
eral orders of magnitude higher, which is practically
inadmissible for simulating the magneto-oscillatory
effects. It should be noted from the very outset that the
results of the two approaches for identical 2D concen-
trations are quite close, including those in the descrip-
tion of spin effects. The discrepancy between the results
obtained using the three-band and four-band approxi-
mations does not exceed 1–2% even for the ground sub-
band, which is much smaller than typical experimental
errors.

Since the value of the charge of the depleted layer in
the inversion layers of narrow- and zero-gap semicon-
ductors is relatively small even in the case of strong
doping, the contribution of electrons to the formation of
the surface potential is significant even for small popu-
lations of 2D subbands. On the other hand, the thick-
nesses of the inversion and depleted layers in such
structures are close in magnitude, and the convention-
ally used approach in which the surface potential is
treated as the sum of the self-consistent potential
formed by electrons from the inversion layer and the
parabolic potential (often, its linear component) of the
depleted layer is inapplicable (especially for calculat-
ing the spin splitting, which is most sensitive to the
electric field). In our calculations, both contributions
were taken into account exactly, including the possible
charge exchange in the doping impurity in the surface
layer.

If the term describing the spin–orbit interaction is
disregarded or (which is the same in view of the small-
ness of the effect) if averaging is carried out over the
two spin branches, the 2D spectra as well as all the
experimentally measured parameters of 2D subbands
calculated in the framework of the four- and three-band
approximations for the same values of ns are virtually
identical (moreover, these parameters, in fact, do not
differ from those calculated in the two-band approxi-
mation, i.e., taking into account UKG only). In the four-
band model, slightly larger (by 2–5%) band bends Vs

generally correspond to the same values of ns (a conse-
quence of the lower density of states); however, since
the value of Vs cannot be measured directly, a compari-
son makes sense just for the same values of ns or ni,
which can be controlled experimentally. Thus, the ade-
quacy of the three-band approximation for the struc-
tures under investigation with Eg/∆ ! 1 mentioned in
Section 2 in connection with the description of experi-
mental parameters of 2D subbands which are not asso-
ciated with spin splitting is confirmed. However, in the
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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Fig. 3. (a) Energy splitting (solid curves correspond to exact calculations, dashed curves to approximation (4), and dotted curves to
approximation (3)) and (b) the Rashba parameter (solid curves correspond to approximation (4) and dashed curves to approx-
imation (3)) calculated in the four-band model as functions of the wave vector (in energy units) for the ground subband of the SM (1) and
SC samples (2) for n0 = 2 × 1012 cm–2. Arrows correspond to k = kF.
case of wideband materials (HgTe and especially
InAs), the three-band approximation gives slightly
lower values of the cyclotron masses of subbands with-
out noticeably affecting the occupancy parameters.

For small values of |Eg|, the parabolic approxima-
tion (1) is found to be completely insufficient even for
small band bends. At the same time, the dispersion rela-
tions for subbands, calculated without taking into
account the spin splitting (Uso = 0), are correctly
described by the Kane dispersion relation (Eqs. (3) and
(4) with α = 0) with the rest masses mi and with the
Kane velocities si of subbands (si differ from sb only
slightly) whose values can be determined unambigu-
ously from the calculated subband values of the Fermi
energies EF, quasimomenta kF, and cyclotron masses.
The relative error introduced by such an approximation
does not exceed 1–2% in the energy range of interest.

As regards spin splitting, it cannot be described even
qualitatively using approximations (1) and (3) or when
approximation (4) is employed. The splitting is not only
nonlinear in k (for Eg < 0 even for very small values of
k) and is not just saturated for large values of k as pre-
dicted by relation (4), but attains its maximum (for k
considerably smaller than kF for materials with Eg > 0
and for k ~ 3kF for materials with Eg < 0) and then
decreases (Fig. 3a). In the limit of large k, the splitting
virtually vanishes in accordance with the intuitive idea
that the two spectral branches must coincide in the
ultrarelativistic limit k  ∞. Figure 3a shows for
comparison the dependences ∆R(k) given by expres-
sions (1), (3), and (4) with values of α obtained from
joining the approximating and calculated spectra at the
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
Fermi level. Obviously, for a correct description of the
spectrum in the entire energy range, the phenomeno-
logical parameter α in expressions (1), (3), and (4) must
be regarded as a function of the wave vector (different
for different approximations) (Fig. 3b). Calculations
show that this is also valid for InAs and HgTe, which
are representatives of the class of narrow-gap materials
with the widest bands. In semiconductors with a nearly

parabolic spectrum, Eg @ ∆, and since Uso ∝  ∆/  in
this limit in accordance with relation (7), the expected
splitting is at least 2 or 3 orders of magnitude smaller
than in the materials under investigation and is hardly
accessible for observations. Thus, in contrast to ∆ni /ni,
the Rashba parameter for the materials of interest is not
a good characteristic of the effect in view of its strong
dependence on energy in the models used. As regards
its value at the Fermi level, which is used, as a rule, as
a measure of the spin–orbit splitting, the above-men-
tioned ambiguity associated with inadequacy of the
phenomenological approximations used for subband
spectra should be borne in mind, especially while com-
paring the magnitudes of the effect in different materi-
als and structures.

The parameters characterizing the spin–orbit split-
ting and calculated in the frameworks of three- and
four-band models are compared in Figs. 2 and 4 for var-
ious populations of subbands. The inclusion of the Γ7

band leads to a decrease in the energy splitting at the
Fermi level and in the degree of polarization ∆ni /ni,
which is especially significant in the case of p electrons
which interact with this band most strongly. As a result,
the difference in the magnitudes of the effect between

Eg
3
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Fig. 4. Concentration dependences of (a) splitting and (b) Rashba parameter (in approximation (4)), calculated in the frameworks
of the three-band (1, 3) and four-band (2, 4) models for the ground (solid curves) and excited (dashed curves) subbands for SM (1, 2) and
SC (3, 4) samples.
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materials with direct and inverse structure of energy
bands decreases considerably as compared with the
corresponding difference in the three-band model,
while the discrepancy with the experiment becomes
larger: the experimental values of ∆ni /ni turn out to be
higher than the calculated values not only for Eg > 0, but
also for Eg < 0.
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Fig. 5. Concentration dependences of the Rashba parameter
for the ground subband calculated from the experimental
(symbols) and theoretical (curves, four-band approxima-
tion) occupancies of the spin subbands using approxima-
tion (4) (1, 3) and (3) (2, 4) for the SM (1, 2) and SC (3, 4)
samples.
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The high values of ∆ni /ni and the Rashba parameter
(here and below, we mean the value of α approximating
the splitting at the Fermi level) in the region of not very
high subband concentrations are due to the larger con-
tribution of the electric field associated with the deple-
tion layer in this concentration range; this is illustrated
in Fig. 2 by a comparison with the ratio of the charge in
the depletion layer Ndep (characterizing this contribu-
tion) to the subband concentrations. This is also con-
firmed by an increase in the calculated values of ∆ni /ni

upon an increase in the concentration of acceptors. Out-
side this interval, ∆ni /ni and α attain the plateau in the
framework of the three-band approximation, while, in
the four-band case, these quantities slightly decrease
upon an increase in ni , especially for Eg < 0, which is in
accord with the experimentally observed tendency (see
Figs. 2, 5). At the same time, the energy splitting
increases (although, sublinearly) upon an increase in ni

(however, the ratio ∆R/EF also decreases slightly). The
inclusion of the Γ7 band reduces the difference in the
Rashba splitting for different subbands, without elimi-
nating, however, the above discrepancy with the exper-
imental values. It should be noted that, if the calculated
values of ∆ni /ni in the excited subbands are slightly
higher than in the ground subband for the same values
of ni, the values of ∆R and α in these subbands are
smaller due to slightly larger values of subband effec-
tive masses mi.

Figure 5 shows the concentration dependences of
the Rashba parameter at the Fermi level for the ground
subband, calculated from the theoretical and experi-

mental values of  and  for different approxima-
tions for the subband dispersion relations. It can be seen

ni
– ni

+
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that the conventionally used approximation (3) which is
linear in the wave vector (and the more so, the parabolic
approximation (1)), leads to values of α smaller by a
factor of 2–4 than the values given by a more adequate
approximation (4). In the former case, the experimental
values of parameter α for samples with direct and
inverse structures are close, while, in the framework of
approximation (4), the values of α for materials with
Eg < 0 turn out to be twice as large. It should be noted
that the values of the Rashba parameters in the system
under investigation considerably exceed (for the same
approximations) their values in the InGaAs quantum
wells studied earlier.

Both experiment and theoretical analysis indicate a
weak sensitivity of ∆ni /ni and the effective Rashba
parameter to the magnitude of the electric field applied
to the MIS structure, thus confirming the simple phe-
nomenological considerations formulated in [7]. A
noticeable dependence can be expected only in the
range of moderate subband concentrations, where the
contribution from the depletion layer is significant. A
stronger doping of the semiconductor can increase the
width of this interval. However, from the viewpoint of
realization of a spin transistor in which the magnitude
of the Rashba splitting should be varied without a sig-
nificant change in the 2D concentration, it is preferable
to control the magnitude of the depletion field by apply-
ing a bias voltage between the inversion layer and the
bulk of the semiconductor. In the case of narrow-gap
semiconductors, this can be realized in principle for
low temperatures interesting for the problem under
investigation also in view of a high rate of the tunnel
exchange of carriers between the surface layer and the
bulk of the semiconductor.

The reasons for the discrepancy between the calcu-
lated and measured values of the Rashba effect gener-
ally remain not quite clear, although there are several
mechanisms which may lead to an increase in the spin–
orbit splitting. It is well known that the magnitude of
spin splitting (g factor) in 2D systems may increase sig-
nificantly due to many-electron effects [24]. The
Rashba splitting, which is similar in nature to the above
splitting, must also be renormalized on account of cor-
relation-exchange corrections. However, in view of the
smallness of effective masses and high permittivities ε,
the electron–electron interaction parameter rs =

mie2/ε"2kF for narrow-gap semiconductors is small
(for the samples under investigation, rs ≈ 0.2 for a small
Kane gap mi ∝  kF also; as a result, the value of rs is vir-
tually independent of the 2D concentration), and such a
renormalization should not play a critical role. The cal-
culations based on the results obtained in [25] lead to an
increase in splitting by only 5% in both samples (this
quantity, like rs, is almost independent of ni). It should
be noted, however, that this estimate is valid for
∆R/EF ! rs. The calculations corresponding to ∆R/EF @
rs (rs ! 1) give for both samples an increase in splitting

2
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by 20%, which is practically independent of ni. The
parameters of the samples under investigation corre-
spond to the intermediate case ∆R/EF ≈ rs, and a more
stringent analysis is required for determining exact
value of renormalization. It is important, however, that,
in both limiting cases, additional “pushing apart” of the
Rashba subsubbands due to the electron–electron inter-
action does not lead to an additional dependence of
splitting on the electron density in contrast to predic-
tions of the one-band model [26].

Another possible reason for the discrepancy with
experimental results is the additional contribution to the
splitting associated with the difference in the boundary
conditions for different spin components of the wave
function, which is assumed for heterostructures with
narrow asymmetric quantum wells. However, in the
case of MIS structures, the role of this mechanism can-
not be significant in our opinion. In contrast to semi-
conducting heterostructures, the height of the barrier at
the boundary with the insulator amounts to 2–3 eV, and
the boundary conditions must be close to zero condi-
tions, and the difference in the boundary conditions for
different spin branches of the spectrum must the more
so be small. Along with the large width of the surface
quantum well in MIS structures based on narrow-gap
materials and with a large magnitude of the effect due
to the field in the well, this implies the smallness of the
contribution associated with the surface.

This conclusion is in accord with the estimates
obtained in [18] for wide quantum wells in heterostruc-
tures and is confirmed experimentally. We studied the
structures prepared on the same substrates for different
anodizing regimes, the structures with SiO2, Al2O3, and
with Blodgett–Lagnmuir films as a gate insulator with
different thicknesses of dielectric layers and magni-
tudes of the charge implanted in the insulator. However,
the degree of polarization ∆n/n for equal populations of
the subbands was the same (the amplitudes of oscilla-
tions of the capacity of the space-charge region could
differ by a factor of several units) and was determined
only by the substrate material. It should be noted in this
connection that, in view of amorphous or even organic
nature of the dielectric layers in MIS structures, for
which the description of the energy spectrum of the
insulator on the basis of the symmetry classification of
energy bands for the semiconducting substrate is essen-
tially meaningless, the adequacy of application of new
methods of calculations developed for semiconducting
heterostructures and based on joining the Kane compo-
nents of the wave functions appears dubious. In the
framework of the approach used by us here (originating
from [27, 28]) and based on the reduction of the initial
matrix equation to an equation of the Schrödinger type,
the properties of the spectrum of a Kane semiconductor
(which are, in the long run, the properties of the lattice
potential) are reflected in modification of the potential
which “perceives” an electron during its motion and
permits a clear physical interpretation (unless we con-
SICS      Vol. 95      No. 3      2002
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sider the formation and recombination of electron–hole
pairs, this is a one-particle potential). In our opinion,
the formulation of the boundary condition in this
scheme must be based on the concepts which ultimately
have one-particle origin and on the parameters which
can be measured in principle (electron work function,
barrier height for an electron, etc.).

In conclusion, we consider the advantages of the
system studied by us here from the viewpoint of the cre-
ation of a spin quantum element (valve) for “spin-
tronic” devices proposed for implementing the idea of
creating a quantum computer, which is based on the
Rashba effect. Narrow-gap compounds HgCdTe, which
are characterized by the highest values of the spin–orbit
interaction parameter among the known semiconduc-
tors and by extremely small effective masses, must
exhibit (other conditions being the same) record-high
values of the spin–orbit splitting of the 2D spectrum. In
complete conformity with these intuitive consider-
ations, the values of the splitting at the Fermi level cal-
culated by us here, as well as the experimental values of
∆R = ∇ kE∆kF, amount to tens of millielectronvolts for
typical concentrations, and the value of the effective
Rashba parameter attains values of (0.5–2.0) × 10–10 eV m,
which is almost an order of magnitude higher than the
corresponding values for heterostructures studied ear-
lier (∆R ~ (0.02–5) meV, α ~ (10–12–10–11) eV m).The high
values of splitting ensure not only large precession
angles θ, but also the required modulation of θ ~ π for
smaller relative variations ∆kF(α) due to a change in the
voltage across the field electrode and/or the potential of
the 2D channel relative to the quasi-neutral region. It is
also clear that the materials investigated by us are most
promising for the development of “spintronic” instru-
ments operating at temperatures considerably higher
than helium temperatures.

Another material parameter important from the
viewpoint of realization of a spin transistor is the spin

coherence length ls =  (l is the mean free path
and τs is the spin relaxation time). In this respect, nar-
row-gap semiconductors AIIBVI have advantages in
view of high values of mobility and Fermi velocities
close to their limiting value sb ≈ 108 cm/s for Kane
semiconductors. Experimental estimates of τ for the 2D
gas in HgCdTe have not been obtained to our knowl-
edge; however, we have grounds to assume that their
values must not differ strongly from those for InAs
since large values of α in HgCdTe may be compensated
by the smallness of effective masses. It should also be
noted that the results presented above demonstrate not
only larger values of parameters, but also their higher
predictability in a HgCdTe-based spin transistor in the
framework of the MIS architecture as compared to the
architecture of devices on the basis of layered hetero-
structures.
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Abstract—A procedure is suggested for the preparation of porous silicon-based ferroelectric nanostructures.
It is demonstrated that the method of chemical deposition from solutions provides for the penetration of the ini-
tial components of the solution into the matrix pores, and subsequent annealing leads to the crystallization of
the ferroelectric phase. The diagnostics of the ferroelectric properties is performed using the method of gener-
ation of second optical harmonic. The spectral characteristics of the prepared ferroelectric nanostructures are
investigated. © 2002 MAIK “Nauka/Interperiodica”.
The size effects in thin ferroelectric films and
ceramics have been investigated since the 1970s [1].
The Curie temperature, polarization, coercive field, and
the switching rate of polarization, as well as the stabil-
ity of these properties, depend on the film thickness and
on the ceramic grain size [2]. It has been theoretically
demonstrated that, at T = 0 K, the critical film thickness
at which the ferroelectric polarization goes to zero (and
grows with temperature) is 4 nm for BaTiO3 and 8 nm
for lead zirconate titanate PbTi0.5Zr0.5O3 (LZT) [3]; the
critical size of LZT nanocrystallite at room temperature
is 6 nm [4]. Experimentally, the ferroelectric properties
were revealed in perovskite films 6 nm thick [5], in
polymer films two monolayers thick [6], and in LZT
ceramic with the grain size of 7 nm [7]. The size effects
in isolated nanocrystallites were not studied until pres-
ently for the lack of technology of their manufacture.

Porous membranes (porous silicon and alumina) are
widely investigated at present as matrix materials for
preparing nanostructures with various inclusions (mag-
netic, semiconductor, polymer, carbon—see review
[8]). The methods of immersion and cathode deposition
are employed for the introduction of a material into a
matrix. Also used as matrixes are synthetic opals; how-
ever, their use is defined by the bulk properties, in par-
ticular, by the photon forbidden band arising in such
photon crystals [9, 10]. Nevertheless, the procedures
for the preparation and investigation of opals (three-
dimensional structures) may be used in application to
nanostructures on the basis of porous silicon matrixes
(two-dimensional structures). One advanced applica-
tion of porous silicon-based ferroelectric nanostruc-
tures may be their use as transformable photon crystals
for optoelectronic devices. Another possible applica-
tion of ferroelectric nanostructures may be their use in
high-density memory devices.
1063-7761/02/9503- $22.00 © 20502
We suggest a new method of preparing ferroelectric
nanostructures with the transverse crystallite dimen-
sion of 10 nm. For this purpose, porous silicon is used
as the matrix, with the precursor of ferroelectric mate-
rial introduced into the matrix pores from a solution of
organometallic compounds; the material acquires the
ferroelectric properties in the process of annealing. The
mechanism of filling nanopores that are so small is
apparently based on the electrostatic interaction
between the micelles of the initial sol and the substrate
with a different charge [8].

The method of generation of second optical har-
monic is used to investigate the ferroelectric properties.
Because the second harmonic intensity in the centrally
symmetric nonferroelectric phase is zero (in a dipole
approximation), its increase during annealing is unique
evidence of the transition of nanoparticles to the ferro-
electric phase.

Porous silicon was prepared from platelets of p-Si
with the resistivity of 0.01 Ω cm by anodic etching in a
15% solution of HF in ethanol. The anode current was
25 mA/cm2 with the etching rate of 23 nm/s, which pro-
vides for the porosity of 66% (with respect to air). The
average pore size in such structures was approximately
10 nm.

The starting solution for producing LZT with the
composition of PbZr0.53Ti0.47O3 was prepared by mix-
ing a solution of titanium and zirconium isopropylates
in methyl Cellosolve (for more detail, see [11]). Tita-
nium and zirconium were introduced in stoichiometric
amounts, and lead was taken with an excess of 10 wt. % to
compensate for possible loss in the process of high-
temperature annealing. Platelets of porous silicon were
immersed in the thus prepared solution of organometal-
lic compounds, after which they were dried at 200°C
for 15 min and then annealed. The annealing tempera-
ture was varied from 300 to 700°C (20 min).
002 MAIK “Nauka/Interperiodica”



        

POROUS SILICON-BASED FERROELECTRIC NANOSTRUCTURES 503

                                                 
In order to investigate the second harmonic genera-
tion in the produced nanostructures, we used the radia-
tion of an optical parametric amplifier pumped by a tita-
nium–sapphire laser with amplifier (CPA-200, Klark
Corporation). The radiation parameters were as fol-
lows: wavelength, 550–800 nm; pulse duration, 100 fs;
pulse energy, 0.05 mJ; repetition rate, 1 kHz; size of
focused spot on the sample, 100 µm. The radiation of
the second harmonic was spectrally analyzed using
color filters and a monochromator. The mirror-reflected
and scattered radiation of the second harmonic (with
the scattering angle of 30°) was recorded by a photo-
multiplier operating in the photon count mode. The sec-
ond harmonic signal from the sample was normalized
in a comparison channel identical with the measuring
channel during the second harmonic generation from a
platelet of crystalline quartz.

Figure 1 gives the dependence of the intensity of the
second harmonic generated upon reflection from sam-
ples prepared at different annealing temperatures, com-
pared with radiation in the case of an unfilled matrix of
porous silicon (pumping radiation wavelength, 780 nm).
At the annealing temperature T ≤ 600°C, the intensity
of the second harmonic from a filled matrix increases
significantly compared with an unfilled matrix (by a
factor of ten) and almost does not vary with the anneal-
ing temperature. No scattered radiation of the second
harmonic is observed in these samples. At T = 700°C,
an abrupt increase (by an order of magnitude) in the
radiation is observed in the direction of the mirror
reflection of the second harmonic, and its scattered
radiation emerges. The essentially different patterns of
radiation of the second harmonic in samples obtained in
the cases of low- and high-temperature annealing point
to the different phase states of the ferroelectric material
in these samples. The scattered radiation of the second
harmonic arises in a medium in the presence of nonuni-
formities of the nonlinear optical properties which are
less than the wavelength in size [12]. The absence of
scattered radiation of the second harmonic in low-tem-
perature samples points to the absence of such nonuni-
formities. At the same time, the radiation of the second
harmonic increases compared with its radiation in an
unfilled matrix. This means that such a medium
behaves as quasi-homogeneous, and the radiation of the
second harmonic is generated both in LZT-filled pores
and in silicon proper. The increase in the second har-
monic intensity compared with radiation in the case of
unfilled porous silicon is associated with the variation
of the local boundary conditions, local fields, and so on,
and is quadrupole by its nature, because both materials
are in the centrally symmetric phase. A dipole contribu-
tion by LZT nanocrystallite boundaries is also possible
[13]. In high-temperature samples, a separate LZT
nanocrystallite serves as the second harmonic emitter,
compared with which the emission of porous silicon is
negligibly low. It is the totality of noncentrally symmet-
ric nanocrystallites that provides for the presence of
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
high-intensity scattered radiation with a wide scattering
diagram.

The spectral singularities of the second harmonic
radiation in a sample annealed at T = 700°C are given
in Fig. 2 compared with the radiation of the second har-
monic from the porous silicon matrix. The efficiency of
the second harmonic generation on LZT nanocrystal-
lites decreases with the pumping radiation wavelength;
in porous silicon, on the contrary, it increases. The radi-
ation spectrum of the second harmonic of porous sili-
con agrees with the absorption spectra of this material
prepared under similar conditions [14]. The second har-
monic wavelength (400 nm) lies on the edge of the
absorption spectrum, with the resonant conditions for
the second harmonic generation for this wavelength
being valid only for the second harmonic radiation. As
the wavelength decreases, both the pumping radiation
and the second harmonic radiation fall in the region of
resonant absorption; as a result, the resonant absorption
intensity increases. The edge of the LZT absorption
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Fig. 1. The intensity of radiation of the second harmonic in
ferroelectric nanostructures as a function of the annealing
temperature: (1) mirror-reflected component, (2) diffuse
component. The arrow indicates the unfilled matrix of
porous silicon. The pumping radiation wavelength, 780 nm.

Fig. 2. Spectra of second harmonic radiation generated (1)
by a porous silicon matrix and (2) by an LZT nanostructure
annealed at T = 700°C.
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band falls on a wavelength of the order of 300 nm [15].
At the same time, the maximum of the intensity of the
second harmonic from the prepared nanostructures falls
on the wavelength of 400 nm. This difference between
the spectra of absorption and second harmonic points to
the significant effect of the spectral dependences of the
factors of local fields in rodlike nanocrystallites; it is
this effect that must lead to a shift of the resonant fre-
quency of radiation of the second harmonic [16].

So, we have demonstrated that the method of chem-
ical deposition from solutions enables one to produce
porous silicon-based ferroelectric nanostructures with
ferroelectric nanocrystalites 10 to 20 nm in diameter.
The second harmonic generation method was used to
reveal the formation of the ferroelectric phase in LZT
nanocrystallites.
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Abstract—The transformation of the spectrum of plasma oscillations with the zero reduced wave vector in the
spatially modulated two-dimensional electron system moving to the regime of isolated quasi-one-dimensional
electron channels is theoretically investigated. The results provide an explanation of the well-known experi-
mental observations of the plasma resonance transformation when a two-dimensional electron system crosses
the continuity violation threshold. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the papers [1, 2], the far-infrared Fourier spec-
troscopy technique was used to experimentally investi-
gate the excitation of periodically inhomogeneous 2D
electron plasma in heterostructures GaAs/AlGaAs near
the threshold of crossover from the continuous 2D sys-
tem with spatially modulated electron density to a sys-
tem of isolated quasi-one-dimensional electron chan-
nels. The electron density in the 2D system was spa-
tially modulated by applying a bias voltage Vg < 0 to a
periodic gate electrode. A continuous semitransparent
(for electromagnetic waves) conducting layer of NiCr
with periodic corrugation was used as a gate electrode
(see Fig. 1).

The far-infrared Fourier spectroscopy technique
makes it possible to observe the plasma oscillations
with the zero reduced wave vector k = 0 in the plane of
a periodically inhomogeneous 2D system. In the papers
[1, 2], the plasma resonance corresponding to the exci-
tation of the principal (with the lowest frequency)
plasma oscillation with k = 0 was investigated. An
increase in the modulation depth of the electron density
with increasing |Vg| under the continuous operation of
the 2D electron system results in decreasing the plasma
resonance frequency. Moreover, the squared resonance
frequency decreases more rapidly than the mean sur-
face density of electrons in the 2D system. It was shown
in [3] that this phenomenon is explained by the local-
ization of the principal mode of plasma oscillations in
the regions of the 2D plasma with lower concentration
of electrons.

At Vg < VtB, where VtB is the threshold voltage corre-
sponding to the complete depletion of the electron layer
on the segment B (see Fig. 1), the continuity of the 2D
electron system is violated (the perforation occurs) and
1063-7761/02/9503- $22.00 © 0505
a periodic system of isolated quasi-one-dimensional
electron channels is formed. When |Vg| increases fur-
ther in the domain Vg < VtB, an increase in the plasma
oscillation frequency of electrons localized in the sys-
tem of isolated quasi-one-dimensional channels is
observed. This fact was given a theoretical explanation
in [4].

The results of experiments [1, 2] testify that, when
the continuity violation threshold of a 2D electron sys-
tem is attained (at Vg = VtB), the frequency of plasma
resonance remains finite even in the absence of an
external magnetic field. Moreover, the frequency of
plasma resonance varies continuously when changing
from a continuous spatially modulated 2D electron sys-
tem to a system of isolated quasi-one-dimensional
channels.

A theoretical treatment of the plasma oscillation
spectrum transformation at a crossover from a homoge-
neous 2D electron system to a periodic system of iso-
lated quasi-one-dimensional electron channels was

A B

y

x
1

2

3
4s

dA

dB d2

d3

w

Fig. 1. A schematic outline of a structure with periodically
inhomogeneous 2D electron plasma [1]: (1) GaAs;
(2) AlGaAs; (3) photoresist; (4) gate electrode (NiCr). The
spatially modulated electron 2D gas is placed at the inter-
face between the media 1 and 2.
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given in [5–7]. In [5, 6], the response of a periodically
inhomogeneous 2D electron system was described
using the local surface conductivity, while, in [7], a
hydrodynamic approach in the Thomas–Fermi–Dirac–
Weizsäcker model was used. The calculations in [5, 6]
show that the frequencies of all (including principal
ones) plasma modes with a zero reduced wave vector in
a continuous periodically inhomogeneous 2D electron
system decrease down to zero while approaching the
continuity violation threshold. At the same time, the
paper [7] suggests a conclusion that, as the depth of
spatial modulation of the electron density in a 2D elec-
tron system with period L increases, the plasma mode
of the homogeneous 2D electron system with the wave
vector k = 2π/L undergoes a continuous transformation
to the principal dipole mode of plasma oscillations
localized in isolated electron channels.

Thus, the physical mechanism underlying the trans-
formation of plasma resonance when crossing the con-
tinuity violation threshold in a 2D electron system has
remained unknown until the present time.

In the theoretical studies [5–7], plasma oscillations
were described using the electrostatic approximation
without taking into account their coupling to electro-
magnetic radiation fields. In [3], it was shown that it is
important to take into account electrodynamic effects
when considering plasma oscillations with a zero
reduced wave vector in the plane of a periodically inho-
mogeneous 2D electron system. As has already been
mentioned, just such oscillations occur in far-infrared
Fourier spectroscopy experiments with low-dimen-
sional electron systems.

In this paper, we use the rigorous electrodynamic
theory developed in [3] to reveal the mechanism under-
lying the transformation of plasma oscillations with the
zero reduced wave vector when changing from a con-
tinuous spatially modulated 2D system to a system of
isolated quasi-one-dimensional electron channels. In
Section 2, we discuss a model used to calculate the
equilibrium periodic distribution of electron density in
a 2D system depending on the voltage on the periodic
gate electrode. In Section 3, the calculation results are
presented and compared with the experimental data
reported in [1, 2]. Conclusions are given in the last sec-
tion.

2. EQUILIBRIUM ELECTRON DENSITY 
DISTRIBUTION IN A PERIODICALLY 

INHOMOGENEOUS 2D SYSTEM: 
THE PARALLEL PLANE CAPACITOR MODEL

In [1, 2], experimentally obtained values of the
plasma resonance frequencies in the structure depicted
in Fig. 1 are reported as a function of the gate voltage
Vg. However, the theory developed in [3] requires as its
input parameters the concentration of electrons NA, B on
the segments A and B of the 2D system. Strictly speak-
ing, the values NA, B can be found by solving the corre-
JOURNAL OF EXPERIMENTAL 
sponding electrostatic problem for the structure with a
periodically corrugated gate electrode. It is clear that
the profile of the electron density distribution in the 2D
system is generally different from the rectangular pro-
file assumed in [3]. However, the shape of the gate elec-
trode is not known precisely, since it cannot be effec-
tively controlled when making the electrode. Moreover,
no accurate value of the dielectric constant of AlGaAs
is known for the range of frequencies studied in [1, 2]
(it also depends on the content of aluminum). For these
reasons, we use a simple approximate model for deter-
mining the equilibrium distribution of electrons in the
2D system. This model admits a direct application of
the theory [3] for the description of plasma oscillations
and makes it possible to “adjust” to the experimental
conditions in [1, 2] using fitting parameters.

The surface concentration of electrons on the seg-
ments A and B (Fig. 1) is found by the plane capacitor
formula

(1)

where dA(B) is the distance from the 2D system to the
gate electrode on segment A(B), VtA(B) is the threshold
gate voltage corresponding to the complete depletion of
the 2D electron system on segment A(B), e is the charge
of electron (e > 0), and ε0 is the electrical constant. The
dielectric constant εB on segment B is assumed to be
equal to the dielectric constant of AlGaAs. As in exper-
imental samples in [1, 2], the capacitor on segment A is
filled with the composite dielectric of thickness dA =
d2 + d3, where d2 and d3 are the thickness of the layers
of AlGaAs and the photoresist, respectively. In this
case, the effective dielectric constant εA involved in (1)
has the following form for the plane capacitor model:

where ε2 and ε3 are the dielectric constants of AlGaAs
and the photoresist, respectively. The threshold voltage
VtB = –0.5 V corresponding to the formation of a system
of isolated electron channels was found experimentally
in [1] on the basis of CV and dc measurements. In our
model, the voltage VtA is determined from the condition
NA = NB at Vg = 0, which yields

The plane capacitor model described above is often
used for estimating the electron density in spatially
modulated 2D systems [1, 2]. Obviously, this model
yields correct results only for dA ! w and dB ! s. For
the structures investigated in [1, 2], these conditions
hold only on segment B (dB ≈ 50 nm and s ≈ 250 nm);
however, they do not hold on segment A (dA ≈ 170 nm
and w ≈ 250 nm). Therefore, for segment A, formula (1)

NA B( )
Vg VtA B( )–

dA B( )e
------------------------εA B( )ε0 VtA B( ) Vg 0<≤( ),=

εA

ε2ε3 d2 d3+( )
d2ε3 d3ε2+

-------------------------------,=

VtA

dA

dB

-----=
εB

εA

-----VtB.
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can be used only as a fitting relation. The quantity d3
can be used as a sole fitting parameter, which deter-
mines all other parameters (VtA and εA) involved in for-
mula (1) for NA. Naturally, the fitted value of d3 is gen-
erally different from the actual thickness of the photo-
resist 3. The dielectric constants of the materials used in
the electrostatic model were assumed to be ε1 = 12.8,
ε2 = 11.0, and ε3 = 2.4 [8].

3. CALCULATION RESULTS AND COMPARISON 
WITH THE EXPERIMENT

In this paper, the theoretical treatment is based on
solving two separate problems. First, formula (1) is
used to find the concentration of electrons on segments
A and B as a function of the voltage applied to the gate.
The choice of the fitting parameter d3 is discussed
below. Then, the values NA, B are used in the electrody-
namic model [3].

The algorithm proposed in [3] makes it possible to
calculate the frequency, radiative damping, and the dis-
tribution of amplitude of both the electric field and the
charge density oscillations for any plasma mode in a
periodically inhomogeneous 2D electron system with a
rectangular profile of the electron density modulation:

where L = w + s is the structure period, for any modu-
lation factor

The response of the 2D electron system to the action of
a harmonic electric field Eexp( ) is described (in the
framework of the Drude model) by the local surface
conductivity

where m* is the effective mass of an electron and τ is
the phenomenological relaxation time of the electron
momentum in the 2D system. The real part of the com-
plex frequency  = ω + iγ corresponds to the frequency
of the plasma oscillations, and the imaginary part γ is
the damping of those oscillations due to both the dis-
sipative processes in the system and the electromag-
netic radiation from the structure. Obviously, in the
case 1/τ = 0, we have γ = γr, where γr is the radiative
damping.

It is assumed in the electrodynamic model that the
2D electron system is placed at the interface between
two semi-infinite media with the dielectric constants ε1

Ns x( )
NA for 0 x w< <
NB for w x L,< <




=

∆ns

NA NB–
NA NB+
-------------------- 1 NA NB 0≥ ≥( ).≤=

iω̃t

σA B( )
e2NA B( )

m∗
------------------ τ

1 iω̃τ+
------------------,=

ω̃
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and ε2. In this sense, the electrodynamic model differs
from the actual structure depicted in Fig. 1, where a
periodically corrugated semitransparent metal layer
NiCr is placed on the top of the AlGaAs sample. How-
ever, using ε2 as a sole fitting parameter in the electro-
dynamic problem, one can take into account the effect
of the corrugated conducting gate on the screening of
plasma oscillations in the 2D system.

Figure 2 illustrates results of calculation of the fre-

quencies ω(m) and the radiative damping  for the
three lower plasma modes with the zero reduced wave
vector in the entire range of variation of the modulation
factor 0 ≤ ∆ns ≤ 1 for the characteristic parameters of
the experiment reported in [1] for the case 1/τ = 0.
Modes are denoted by the index m in ascending order
of their frequency. From the physical point of view, the
modes of plasma oscillations with different values of m
differ in the number of variations of the electric field
(and the charge density) oscillation amplitude over the
period of the system. The calculation data are provided
only for radiative modes, since only such modes can

γr
m( )

(a)

(b)
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0
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–
1

Fig. 2. The frequencies ω(m) (a) and the radiative damping

 (b) (m = 1, 2, 3) as functions of the gate voltage Vg.

The triangles correspond to the experimental data reported
in [1].

γr
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Fig. 3. The distribution of the longitudinal electric field Ex and the charge density ρ in the plane of the 2D system for two modes of
plasma oscillations m = 1 (a) and m = 3 (b) at ∆ns = 0.9.
manifest themselves in the form of plasma resonances
in experiments. It is seen in Fig. 2a that the frequencies
of all modes decrease down to zero when the continuity
violation threshold of the 2D system is reached at Vg =
VtB. As the mode index m increases, the decrease of fre-
quency at Vg  VtB becomes steeper, so that the spec-
tral branch of the mode with m = 3 approaches the line
Vg = VtB on which the frequencies of dipole plasma

oscillations  localized within electron strips of

width w at  are located. On the curve ω(3)(Vg),

a small kink at the frequency of the principal dipole
mode ω1D is clearly visible. This kink occurs due to the
interaction of these modes.

In the electrodynamic problem, we used the fitted
value ε2 = 16, which was chosen to ensure the coinci-
dence of the theoretical and experimental values of the
principal mode frequency (m = 1) in the case of a homo-
geneous 2D system (at Vg = 0). The value of d3 was cho-
sen by fitting the theoretical value of the principal
dipole mode frequency in isolated electron channels to
the experimental data reported in [1] for the plasma res-
onance frequency at Vg = VtB. Note that the correspond-

ω1D
m( )

NA Vg VtB=
JOURNAL OF EXPERIMENTAL
ing frequency calculated by the evaluation formula (see
[9, 10])

for the classical isolated electron channel with a rectan-
gular profile of electron density coincides with the
exact theoretical value with an error less than 5%.

The dependence of the radiative damping of plasma
modes on the gate voltage is nonmonotonic (see
Fig. 2b). The maxima of the radiative damping for dif-
ferent modes occur at different values of Vg. It follows
from the data presented in Fig. 2b that the mode with
m = 3 has the maximum value of the radiative damping
near the perforation threshold of the 2D system (as
Vg  VtB). Since the magnitude of the radiative damp-
ing controls the coupling of plasma oscillations to the
external electromagnetic wave [11, 12], the excitation
strength of one or another plasma mode will be differ-
ent for different Vg.

Thus, the results presented in Fig. 2 show that the
experimentally observed [1, 2] plasma resonance in a
continuous 2D system with spatially modulated elec-
tron density at VtB < Vg ≤ 0 (the corresponding experi-
mental data are shown in Fig. 2a by triangles) is related

ω1D
1( ) 2NA Vg VtB= e2

ε0 ε1 ε2+( )m∗ w
-------------------------------------=
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to the excitation of different plasma modes. Under
weak modulation, the mode with m = 1 is excited.
When approaching the continuity violation threshold of
the 2D system, the mode with m = 3 is excited most
effectively, producing resonance at the frequency ω(3) ≈

 at Vg ≈ VtB (see Fig. 2a). In the intermediate region,
the series of experimental points can be explained by
the excitation of the mode with m = 2.

The physical picture of the transformation of vari-
ous plasma modes with changes in Vg is illustrated in
Fig. 3. Here, the distribution of the longitudinal electric
field Ex and the charge density in the plane of the 2D
system for two modes of plasma oscillations (m = 1, 3)
are shown for a deep modulation of the equilibrium
electron density ∆ns = 0.9 (Vg/|VtB | = – 0.97). It is seen
that, in this case, the plasma oscillations with m = 1 are
localized in the region of the 2D system with smaller
concentration of electrons, which results in decreasing
the frequency and radiative damping of this mode. Cal-
culations show that the distributions of amplitudes of
both the electric field and the charge density oscilla-
tions in the plasma mode with m = 2 have similar
behavior. At the same time, the mode with m = 3 dem-
onstrates opposite behavior at the same modulation
depth corresponding to the kink point of the spectral
branch of this mode (see Fig. 2a). Charge oscillations
are mainly localized in the region of the 2D system with
large concentration of electrons. Moreover, the distri-
butions of the field and charge density formed on seg-
ment A are similar to the corresponding distributions
for the principal dipole oscillation in an isolated quasi-
one-dimensional electron channel (cf. Figs. 3b and 4).
This explains the gradual transformation of the plasma
resonance when crossing the perforation threshold of
the 2D system, which was observed in [1, 2]. It is quite
natural that, as the gate voltage |Vg| increases further,
oscillations of the mode with m = 3 are also localized in
regions of the 2D system with small concentration of
electrons, which results in decreasing the frequency
and radiative damping of this mode down to zero as
Vg  VtB.

4. CONCLUSIONS

In this paper, we use a rigorous electrodynamic
approach to give an analysis of the plasma oscillation
spectrum in a periodically inhomogeneous 2D electron
system with a rectangular profile of the electron density
distribution near the perforation threshold (the perfora-
tion leads to the occurrence of isolated quasi-one-
dimensional electron channels). The frequencies of all
plasma modes decrease down to zero when approach-
ing the system perforation threshold, as is also the case
in the electrostatic model [5, 6]. At the same time, the
spectral branch of the high-frequency (third) plasma
mode undergoes a kink near the perforation threshold.
It is shown that this kink takes place at the frequency
coinciding with that of the principal dipole plasma

ω1D
1( )
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oscillation in isolated electron strips. Moreover, the dis-
tributions of amplitudes of both the electric field and
the charge density oscillations for the third plasma mode
in a strongly modulated 2D system are close to the corre-
sponding distributions in isolated electron channels.

The calculation results are fitted to the experimental
data reported in [1, 2], which were obtained by observ-
ing plasma resonances in periodically inhomogeneous
2D electron systems. It is concluded that the depen-
dence of the plasma resonance frequency on the modu-
lation depth of the equilibrium electron density in a 2D
system, which is observed experimentally, is explained
by the excitation of different modes of plasma oscilla-
tions at different modulation depths. As a result, an
explanation of the contradiction between the experi-
mental and theoretical data concerning the behavior of
the frequency of the plasma resonance when crossing
the perforation threshold of the 2D system is proposed.

In conclusion, we note that a similar behavior of
transformation of plasma oscillation spectrum has been
recently discovered in paired electron wires with cur-
rent coupling (see [13, 14]). Establishing a current cou-
pling between two initially isolated electron wires leads
to the formation of a broad electron channel with the
equilibrium electron density that varies across the chan-
nel. In such an electron channel, the spectrum of plasma
modes undergoes crowding when the current coupling
between the electron wires goes down to zero. In the

Ex

ρ

0 0.25 0.50 0.75 1.00
x/L

Fig. 4. The distribution of the longitudinal electric field and
the charge density in a system of isolated electron channels.
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absence of the current coupling, the spectrum of plasma
oscillations is set in the system, which is characteristic
of isolated electron wires. In contrast to [13, 14], in this
paper the transition to the regime of isolated electron
channels is accompanied by the spectrum crowding of
plasma oscillations of the continuous 2D electron sys-
tem with periodically modulated electron density.
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Abstract—Magnetooptical investigation of the micromagnetic structure of Co69Fe4Si12B15 amorphous
microwires 10–50 µm in diameter is carried out. The existence of domains with transverse circumferential mag-
netization is experimentally demonstrated in the near-surface region of microwires. The dependence of the
width of circular domains on the length and diameter of wires is obtained. It is shown that the near-surface
micromagnetic structure of amorphous wires is changed under a stretch-induced stress. It is proved that the
magnetization reversal of microwires in a longitudinal magnetic field occurs due to the rotation of local mag-
netization vectors in circular domains. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In spite of the fact that amorphous magnetic materi-
als were discovered more than thirty years ago, the
study of their structural, magnetic, and kinetic proper-
ties is still of interest. This is primarily associated with
the fact that, quite recently, a giant variation in the
microwave resistivity under a constant magnetic field
(magnetic impedance) has been observed in soft amor-
phous magnetic materials fabricated in the form of rib-
bons and wires [1–5]. On the basis of this phenomenon,
highly sensitive magnetic-field and voltage sensors and
thin-film magnetoresistive probes have been developed.
It is known [2, 3, 6] that the magnetic impedance is
determined by the field-induced variation in the skin
depth, which depends on the transverse (with respect to
the applied magnetic field) magnetic permeability of a
sample. Later on, it has been demonstrated [7] that the
value of the magnetic impedance depends on the near-
surface micromagnetic structure (equilibrium distribu-
tion of magnetization) of a ferromagnetic material. In
view of this fact, the micromagnetic structure of amor-
phous ribbons and wires has become a subject of study
by many researchers. Our attention has been focused on
cobalt-doped amorphous microwires with negative
magnetostriction λs, which are promising for applica-
tions. According to the existing views [2], there should
exist domains with transverse circumferential orienta-
tion of the magnetization vector in the near-surface
region of microwires with λs < 0. Certain experimental
results corroborating this assumption were obtained in
[8, 9]. The domain structure in cobalt-doped wires was
observed by magnetooptic contrast in samples that
were made semicylindrical by polishing; i.e., the origi-
1063-7761/02/9503- $22.00 © 0511
nal state of the material was certainly destroyed. In gen-
eral, due to the small size of microwires, the study of
their magnetic properties and the micromagnetic struc-
ture is associated with great difficulties. All the models
proposed up to now for the distribution of magnetiza-
tion in the bulk and the near-surface layer of microwires
doped with either iron or cobalt are based on certain
indirect data. In particular, they take into account inter-
nal stresses (longitudinal, radial, and circumferential)
induced by the fabrication of amorphous wires and the
magnetostriction constant and include the measure-
ment of volume hysteresis loops and magnetization
curves. Scanning Kerr microscopy, which has recently
become especially popular, represents a direct method
for investigating the near-surface micromagnetic struc-
ture of ferromagnetic materials. This method enables
one to measure local magnetic properties and the mag-
netization components in the surface regions with areas
of 1 µm2 with a linear resolution of up to 0.2 µm.

The aim of the present paper is to investigate the
near-surface micromagnetic structure and the magneti-
zation reversal of amorphous Co69Fe4Si12B15 micro-
wires by the method of scanning Kerr microscopy, as
well as to study the effect of stretch-induced stresses on
the local magnetic properties of microwires.

2. SAMPLES AND EXPERIMENTAL METHODS

Amorphous Co69Fe4Si12B15 microwires with a
diameter of the metal part of 10–50 µm and a glass
cladding of 5–10 µm were obtained by the modernized
Taylor method [10]. The magnetostriction constant λs

in these samples was on the order of –2 × 10–7. The
2002 MAIK “Nauka/Interperiodica”
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amorphous state of the samples was confirmed by the
X-ray diffraction method. After removing the glass
cladding, the microwires exhibited a cylindrical shape.
The investigations were carried out on the samples with
diameters D ranging within 5%. The microwires were
cut into 6-, 10-, and 15-mm-long pieces.

The study of the micromagnetic structure of
microwires was carried out on a magnetooptic micro-
magnetometer designed on the basis of a high-resolu-
tion MIM-8 microscope. The microscope provides a
magnification of 1200. A light detector (multiplier pho-
totube) was situated in the image plane of the micro-
scope. The size of the microregion under examination
was determined by the size of the slot placed before the
light detector. The magnetization distribution in the
sample and the local magnetic characteristics were
measured while scanning the slot over the image of the
object. In the case under consideration, the distribution
of the tangential components of magnetization (parallel and
perpendicular to the applied field H) and the local hysteresis
loops were measured with the use of the transverse Kerr
effect (TKE) while scanning a 0.5 × 2 µm2 slot over the
microwire image along its length L. Since we applied a
modulation technique to increase the sensitivity
when detecting magnetooptic signals, a sample was
remagnetized by an ac magnetic field H with frequency
of f = 80 Hz. The field H was applied along the center-
line of the microwires. In this case, two signals were
detected. The first signal U– was proportional to the
light intensity reflected from a nonmagnetized sample
(I0). The second signal was U~ ∝ ∆  = (I – I0), where I is
the intensity of light reflected from the magnetized
sample. The difference ∆ is attributed to the magne-
tooptic phenomenon associated with the magnetization
reversal of the sample. The signals U– and U~ were
measured by a dc microvoltmeter and a selective ampli-
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Fig. 1. Local hysteresis loops obtained in an axial magnetic
field for the central part of a microwire 10 µm in diameter.
Loops 1 and 2 were measured for 15- and 10-mm-long sam-
ples, respectively. Here, M||(H)/Ms ∝ δ (H)/δs, where δs is
the value of the transverse Kerr effect at M = Ms.
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fier, respectively. The magnitude of the magnetooptic
signal was determined by the relation

An error in the detected values of δ was no greater than
5%. We measured the dependences δ(H, L)/δs ∝  M(H,
L)/Ms (where δs is the value of the transverse Kerr effect
for M = Ms, and Ms is the saturation magnetization).
This allowed us to obtain information on the local mag-
netic properties and the micromagnetic structure of the
samples under investigation. All the measurements
were carried out on the central part of the samples in
order to reduce end effects, in particular, to reduce the
variation in the local demagnetizing factors. A tensile
stress was applied along the centerline of the micro-
wires.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows typical local hysteresis loops
observed in microwires of the same diameter but differ-
ent lengths in an axial magnetic field. The parameters
of local hysteresis loops (the initial permeability and
the saturation field) measured in the central part of a
microwire in different microregions differed by at most
10%. Figure 1 shows that the samples under study have
hysteresis-free loops with a characteristic linear growth
of magnetization with increasing magnetic field H. In a
field perpendicular to the sample centerline, the sam-
ples exhibited virtually rectangular hysteresis loops. It
should be pointed out that, in all the measurements, the
external magnetic field was applied along the centerline
of a wire parallel to the surface of the microregion
under study. Within the experimental error, we did not
observe a transverse Kerr effect for H ≤1 kOe in a field
perpendicular to the surface of the microregion.
According to current views [11], the linear dependence
of the magnetization on the applied magnetic field and
a rectangular hysteresis loop give evidence of the mag-
netization reversal of samples along easy and hard axes,
respectively. In this case, due to the axial symmetry of
the samples, the easy axis coincides with the circumfer-
ential direction. The explanation of this experimental
fact is as follows. It is known that (see, for example, [8,
9, 12]) there is no magnetocrystalline anisotropy in
amorphous alloys. The magnetic anisotropy in these
materials is attributed to the magnetoelasticity. The
energy of magnetoelastic anisotropy depends on the
magnetostriction constant λs and internal manufactur-
ing-induced residual stresses in a sample. During this
process, the external cladding of a wire consolidates
first, while its internal part consolidates under the
stresses induced by the consolidated external cladding.
The resulting residual stress in cobalt-doped amor-
phous wires with negative magnetostriction is responsi-
ble for the circumferential orientation of the easy axis
in the near-surface layer.

δ U~/U– I I0–( )/I0.= =
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Figure 1 also shows that, as the length L of a
microwire decreases, the slope of the hysteresis loops
decreases and the saturation field Hs increases. The
variation in the diameter D also leads to the variation in
the magnetic properties. To illustrate this fact, we
present the experimental values of Hs as a function of
the ratio L/D (curve 1 in Fig. 2). An increase in Hs due
to a decrease in the length of microwires and/or
increase in their diameter can be attributed to the stron-
ger effect of the macroscopic demagnetizing field HN =
–NMs on the magnetic properties of the samples under
investigation. Here, N is the macroscopic demagnetiz-
ing factor, and Ms is the saturation magnetization. The
calculation of HN for microwires of various sizes was
carried out with the use of the expression for the mac-
roscopic demagnetizing factor N given in [13] (see
curve 2 in Fig. 2). One can see from Fig. 2 that the
behavior of curves Hs(L/D) is in a qualitative agreement
with the calculated data; however, the calculated values
of Hs are less than the experimental ones by a factor of
4–5. This quantitative discrepancy is likely to be asso-
ciated with the fact that, for samples with negative mag-
netostriction, which are characterized by hysteresis-
free loops in an axial magnetic field, the calculation of
HN should take into account the near-surface region
with circular domains. The solution of this micromag-
netic problem is a sufficiently complicated problem,
and we could not find such a solution in the literature.

Figure 3 presents typical distributions of tangential
magnetization components that are parallel (M||) and
perpendicular (M⊥ ) to the external axial magnetic
field; these distributions are observed in the central part
of a microwire with respect to its length L. The func-
tions M||(L) were measured in the transverse configura-
tion (the field H is parallel to L and perpendicular to the
plane of incidence of light). It is known that the trans-
verse Kerr effect is proportional to the variation
(induced by the external magnetic field) in the tangen-
tial component of magnetization, which is perpendicu-
lar to the plane of incidence of light. To obtain informa-
tion on the distribution of M⊥  along L, we used a longi-
tudinal configuration (H is parallel to L and to the plane
of incidence of light). In this case, the TKE is propor-
tional to the variation in the tangential component of
magnetization, which is perpendicular to the field H
and, hence, to the length of a microwire. Preliminary
measurements showed that, in the case of a sinusoidal
magnetic field, the first harmonic of the magnetooptic
signal, proportional to M⊥ , vanishes. The dependences
M⊥ (L) (and, for the sake of uniformity, the distributions
of the component M|| along L) were measured under the
magnetization reversal of samples with the use of a uni-
polar sinusoidal magnetic field. Figure 3 shows that the
component M|| has the same sign along L, while M⊥
exhibits oscillating alternating behavior.

To explain these experimental facts, we analyzed the
shape of magnetooptic signals, taking into account dif-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
ferent mechanisms of the magnetization reversal of a
sample. The results of this analysis are shown in Fig. 4.
We considered both longitudinal and transverse orien-
tations of samples with respect to the plane of incidence
of light, as well as the behavior of magnetization under
a sinusoidal unipolar magnetic field in different
domains, which are denoted in Fig. 4 by Roman numer-
als I, II, III, IV, V, and VI. We found that the transverse
configuration admits an alternating distribution of the
component M⊥  along L only when the local magnetiza-
tion vector Ms in different microregions (domains) in
the initial state is directed at angle ±θ relative to the
sample axis (state 0), and that the magnetization rever-
sal of these microregions is due to the rotation of the
vector Ms from state 1 to state 2 (see Fig. 4a). In this
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Fig. 2. Experimental (1) and calculated (2) values of the sat-
uration field Hs versus L/D (L is the wire length and D is
diameter).
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Fig. 3. Typical distributions of tangential magnetization
components (1) parallel and (2 and 3) perpendicular to the
external magnetic field directed along a microwire of length
L. Curves 1–3 were measured in the central part of a
15-mm-long microwire 10 µm in diameter under a unipolar
sinusoidal magnetic field (1 and 2) H = 8 and (3) 10 Oe.
SICS      Vol. 95      No. 3      2002



514 SHALYGINA et al.
case, M⊥  can be detected by measuring the TKE for the
±45-degree polarization of light (δ±45°). According to
our earlier calculations and experimental investigations
[14, 15], there should exist a meridional intensity effect
δMIE that is odd with respect to the polarization angle of
light and proportional to the magnetization component
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Fig. 4. The shapes of magnetooptic signals arising under the
magnetization reversal of microregions of a sample due to
the rotation of local magnetization vectors. (a) External
sinusoidal magnetic field is parallel to the length of a sam-
ple and perpendicular to the incidence plane of light; angles
±θ ≠ ±90° are measured from the sample centerline and
determine the orientation of magnetization in adjacent
domains. (b) External sinusoidal magnetic field and the
wire are parallel to the incidence plane of light; ±θ = ±90°.
(c) Unipolar magnetic field is parallel to the wire and the
incidence plane of light; ±θ = ±90°. The orientation of mag-
netization vectors Ms in domains of the types I–IV for H =
0, +H, and –H is denoted by 0, 1, and 2, respectively. The
orientation of vectors Ms in domains V and VI for H ≠ 0 is
shown by a dashed lines.
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Fig. 5. Magnetic domain pattern observed by magnetooptic
contrast in microwires (a) 50 and (b) 20 µm in diameter
under H = 0. The length of the samples is 15 mm.
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parallel to the plane of incidence of light (respectively,
perpendicular to the sample centerline). Thus, by mea-
suring δ±45° = δTKE(M||) ± δMIE(M⊥ ), one can determine
δMIE(M⊥ ) = (δ+45° – δ–45°)/2 for various microregions of
the wire under investigation.

The analysis of magnetooptic signals has also
shown that, under the assumption that the magnetiza-
tion reversal of the microregions are due to the motion
of domain walls, or when θ does not change its sign, the
curve of the magnetization distribution either has the
same sign or vanishes. Moreover, we found out that, in
the transverse and longitudinal configurations under the
±90-degree orientation of magnetization in adjacent
domains relative to the sample centerline, the first har-
monic of a magnetooptic signal, proportional to the
magnetization component perpendicular to H, van-
ishes. The component M⊥  can be measured by the TKE
in the longitudinal configuration under a unipolar mag-
netic field (see Figs. 4b, 4c).

Thus, the experimental data obtained and the analy-
sis of magnetooptic signals allow us to conclude that, in
the microwires under investigation, there exist near-
surface circular domains with a ±90-degree circumfer-
ential orientation of magnetization in adjacent domains
with respect to the sample axis. Moreover, the measure-
ments of the polar Kerr effect show that the magnetiza-
tion component normal to the surface of a sample is
absent. The features of the distribution of magnetiza-
tion components along the centerline of microwires and
the hysteresis-free loops provide evidence for the fact
that the magnetization reversal of microwires in an
axial magnetic field is mainly due to the rotation of the
vectors of spontaneous magnetization.

The next step of our investigations consisted in the
observation of the near-surface domain structure in
microwires by magnetooptic contrast with the use of
the meridional Kerr effect. In this case, the length L of
microwires was perpendicular to the plane of incidence
of light. Figure 5 presents typical domain patterns
exhibited by the samples in zero field H = 0. Actually,
all the microwires exhibited distinct light and dark
strips perpendicular to L. The size of the strips (or cir-
cular domains) depends on the length and diameter of
the microwires. The fact that magnetooptic contrast
becomes weaker and then vanishes as the orientation of
a microwire is changed from the longitudinal to the
transverse direction relative to the plane of incidence of
light deserves special attention. This result serves as an
additional confirmation of the existence of near-surface
circular domains with the ±90-degree orientation of the
magnetization vector in adjacent domains.

Obviously, the width W of circular domains can be
determined from the distance between the zeros of the
alternating curves M⊥ (L) (Fig. 3) or from the domain
patterns observed in the microwires (Fig. 5). Figure 6
shows the dependence of W on the diameter of microw-
ires for a fixed sample length. The comparison of the
 AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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values of W obtained from the distribution of magne-
tization and from the domain patterns shows that the
difference between these values of W is no greater
than 10%.

It is well known that the micromagnetic structure of
amorphous materials can substantially be changed
under external effects. In this paper, we investigated the
effect of tensile stresses on the local magnetic proper-
ties and the micromagnetic structure of amorphous
microwires. We found that the local magnetization
curves and, hence, the parameters of local hysteresis
loops of the microwires are changed under stretch-
induced stresses (see Fig. 7). We found that the initial
permeability µ decreases and the saturation field
increases as tensile stress σ increases. Figure 8 repre-
sents the reduced initial permeability µ/µ0 as a function
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Fig. 6. The width of a circular domain as a function of the
diameter of microwires of length 15 (1) , 10 (2), and 6 mm (3)
obtained from the distribution of the magnetization compo-
nent perpendicular to the axial magnetic field.
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Fig. 8. Reduced initial permeability µ/µ0 as a function of
tensile stresses σ, obtained for 15-mm-long microwires 10
and 30 µm in diameter (curves 1 and 2, respectively). Here,
µ0 is the value of µ for σ = 0.
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of stress σ for 15-mm-long microwires with diameters
of 10 and 30 µm. Here, µ0 is the value of µ for σ = 0.
The observed decrease in µ/µ0 as σ increases can be
attributed to the fact that a circumferential magnetic
anisotropy becomes stronger, which is characteristic of
samples with negative magnetostriction. The difference
between the curves µ/µ0(σ) for microwires of different
diameters is due to the effect of the macroscopic
demagnetizing field HN on the local magnetic proper-
ties. As we have already mentioned above, for a sample of
fixed length, HN increases as the diameter of a microwire
increases [12, 13]. As a result, other conditions being
equal, the effect of tensile stresses on the local magnetic
properties of microwires of large diameter decreases.

It is obvious that the tensile stresses should also
affect the micromagnetic structure of microwires. Fig-
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Fig. 7. Local magnetization curves M||(H)/Ms observed in a
15-mm-long microwire 10 µm in diameter. Curves 1, 2, and
3 were obtained under tensile stresses of σ = 0, 15, and
30 MPa, respectively.
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ure 9 shows the distributions M⊥ (L) obtained for a
15-mm-long microwire with a diameter of 10 µm under
a stress of σ = 15 MPa. The comparison of the curves in
Figs. 3 and 9 shows that the width of circular domains
decreases under tensile stresses (W = 8 and 6 µm for
σ = 0 and 15 MPa, respectively). The variation in W
under stress σ is also associated with the increase in the
magnetic circumferential anisotropy. This result is in a
good agreement with the calculations carried out in the
theoretical study [16].

4. CONCLUSION

In this work, we obtained experimental results sup-
porting the fact that scanning Kerr microscopy enables
one to obtain detailed information on the equilibrium
distribution of magnetization and the magnetization
reversal processes in samples whose one or two dimen-
sions lie in the micrometer range. A correct choice of
methods for reversing magnetization in microwires and
of magnetooptic effects allows one to compare the
micromagnetic structures realized in samples in the ini-
tial state and in the presence of tensile stresses in zero
and small (H < Hs) quasistatic magnetic fields, to ana-
lyze the effect of the sample sizes on their magnetic
properties, and to determine the features of the magne-
tization reversal of the samples.
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Abstract—One-dimensional vortex-free solutions of the system of Ginzburg–Landau equations (the so-called
precursor states) are studied. These states describe the emergence of superconductivity in a long cylindrical type I
superconductor, which was initially in the supercooled normal state in a magnetic field, and are formed upon
subsequent reduction of the external field. The precursor states are responsible for the magnetic hysteresis in
type I superconductors (for which κ < κc, where κc(R) is the critical value of the parameter κ in the Ginzburg–
Landau theory, which is a function of radius). The range of fields is determined in which precursor states exist
along with the Meissner state (and a hysteresis is possible) in the dependence of the cylinder radius R and
parameter κ. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The emergence (and degradation) of the supercon-
ducting state in a magnetic field in superconductors of
various geometry was investigated on the basis of the
Ginzburg–Landau macroscopic theory of superconduc-
tivity [1] by many authors [2–22]. Among other things,
it was found that, for type II superconductors (with κ >
1) in the form of a long cylinder of radius R, a decrease
in the external axial magnetic field H leads to the emer-
gence of superconductivity from the normal state
through a second-order phase transition in a certain
field H = H2(m, κ, R) [4], when a small nonzero value
of the modulus of the complex order parameter Ψ =
ψeiΘ appears for the first time (ψ is the modulus, Θ is
the phase, and m is the total number of vortices in the
superconductor). In the case of large R and m, the field
H2(m, κ, R) coincides with the field Hc3 = 1.69Hc2 [3, 4]
of emergence of surface superconductivity, where Hc2 =
φ0/2πξ2, φ0 being the flux quantum and ξ being the
coherence length. Recent numerical investigations [17–
22] of one-dimensional (depending only on the radius)
solutions of nonlinear Ginzburg–Landau equations for
finite values of ψ ~ 1 in the case of the cylindrical
geometry revealed that these solutions (with ψ ~ 1)
exhibit a complex dependence on the parameters of the
problem (m, κ, R, H). We can mention, for example, the
existence of several branches of solutions in type II
superconductors [18], the jumpwise rearrangement of
these solutions upon a transition through the critical
values of parameters [19, 21], the complex shape of the
interface SI–II(κ, R) separating type I and II supercon-
ductors (this boundary or, which is the same, the critical
value of κc(R) depends on the cylinder radius [21] and

does not coincide with the simple value of κ0 = 1/ 2
1063-7761/02/9503- $22.00 © 20517
typical of the contact between two semi-infinite metal-
lic superconducting (s) and normal (n) phases [1, 2]),
and hysteresis phenomena in type II superconductors,
associated with the existence of the “depressed” branch
of solutions [22].

Among other things, it was noted in [22] that the
superconducting state (m = 0) emerging in a super-
cooled (in the magnetic field) normal cylindrical sam-
ple of a type I superconductor is described by a special
solution (a precursor) which preceeds complete expul-
sion of the field from the bulk of the sample and a jump-
wise transition of the cylinder to the Meissner state. In
this work, these solutions (precursors) are studied in
greater detail. Since precursor states in type I supercon-
ductors (and hysteresis phenomena accompanying
them) are manifested most strongly in the vicinity of
the SI–II interface separating type I and II superconduc-
tors on the (κ, R) plane [21], we will henceforth con-
sider the general case of arbitrary values of κ, which
will allow us to describe the behavior of solutions upon
a transition through the boundary SI–II, which depends
essentially on parameters R and κ.

Obviously, small-radius cylinders can contain only
vortex-free states with m = 0. Here, we will confine our
analysis to a detailed study of the properties of pre-
cisely such states. Among other things, it will be proved
that the shape of the magnetization hysteresis loop for
a cylinder with m = 0 is determined to a considerable
extent by parameters R and κ. This can be used, in prin-
ciple, for experimental determination of these parame-
ters in mesoscopic superconductors. Some details of
the picture, which will be obtained below, were earlier
unknown and may be useful for discussing experiments
with small-size (mesoscopic) superconductors [23–29].
002 MAIK “Nauka/Interperiodica”
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2. EQUATIONS

The Ginzburg–Landau macroscopic theory of
superconductivity [1] leads to a system of two nonlin-
ear equations for the order parameter Ψ and the vector
potential A of a magnetic field. The equation for Ψ con-
tains the coherence length ξ and the equation for A, the
magnetic field penetration depth λ (λ = κξ , where κ is
the parameter of the Ginzburg–Landau theory). These
two lengths are equivalent, and any of them can be cho-
sen as a unit of measurement. In this work, we take λ as
the unit of measurements. We will study the vortex-free
states (m = 0); in this case, we can set the phase Θ equal
to zero and assume that the order parameter is a real-

Rλ
10

8

6

4

2

0

m = 0

I

IIb

IIa

G

κ = 0.94

SI–II

0.2 0.4 0.6 0.8 1.0 1.2
κ

Fig. 1. Critical curves SI–II and ζ dividing the plane (Rλ, κ;
m = 0) into three regions. In the field-increase regime, the
degradation of the superconducting state in region I occurs
through a first-order jump from the Meissner (M) state, ψ ≈
1, to the normal (n) state, ψ ≡ 0. In region IIa, the M state is
first transformed jumpwise into the superconducting e state,
which is destroyed finally through a second-order transi-
tion. In region IIb, superconductivity degradation (in the
field-increase regime) occurs gradually (second-order
phase transition), without jumps. In the field reduction
regime, the restoration of the M state in region IIa occurs
through the e and d states and is accompanied by jumps and
hysteresis. In region IIb, no hysteresis effects or jumps are
possible. In region I (in the field reduction mode), the super-
conducting p state emerges from the supercooled n state
through a second-order phase transition, after which a jump
to the M state occurs and a hysteresis loop is formed. At point
G (k = 1, Rλ = 2.28), the critical curves SI–II and ζ merge into
one curve. Below the ζ curve, no hysteresis loop is formed.
For κ > 3.5, curve ζ attains the constant value Rζ ≈ 3.6. For
κ ! 1, we have Rζ ≈ 1.69.

Peep-hole
ξ
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valued quantity, Ψ = ψ. In this case, the Ginzburg–Lan-
dau equations for an infinitely long cylinder in an axial
external magnetic field H in the cylindrical system of
coordinates (r, ϕ, z) can be written in the following
dimensionless form:

(1)

(2)

Here, ρ = r/λ is the dimensionless radial coordinate,
U(ρ) is the dimensionless potential of the magnetic
field,

where b = B/Hλ is the dimensionless field in the super-
conductor and Hλ = φ0/2πλ2 is the unit of measurement
of the field.

The boundary conditions to Eqs. (1) and (2) have the
form

(3)

(4)

Here, Rλ = R/λ and hλ = H/Hλ. The magnetic moment M
of the cylinder (or the magnetization per unit volume)
can be found from the formula

where Bav is the average magnetic field in the supercon-
ductor and Mλ = M/Hλ.

Obviously, solutions U(ρ) and ψ(ρ) to Eqs. (1)–(4)
depend on three parameters: κ, Rλ, and hλ. In order to
find self-consistent solutions to Eqs. (1)–(4), use was
made of the iterative procedure described in greater
detail in [17]. This method is equivalent to the analo-
gous numerical procedures used earlier [5–8]. How-
ever, in contrast to [5–8], where solutions were deter-
mined, as a rule, for several randomly distributed val-
ues of parameters κ, R, and h, we carried out a more
detailed and systematic study of the solutions in a wide
range of variation of the parameters κ, Rλ, and hλ,
which allowed us to discover some interesting features
that had remained unnoticed in a less detailed analysis.
Some of the results of this study will be described
below.

3. NUMERICAL RESULTS
In order to obtain a compact description of the

results of numerical calculations, we will first consider
the plane of the variables (κ, Rλ). Each point on this

d2U
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dρ
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plane corresponds to a solution ψ(ρ; hλ) and U(ρ; hλ) to
the system (1)–(4). A certain idea concerning the prop-
erties of this solution (for given κ and Rλ) can be
grasped from an analysis of the dependence of the order
parameter ψ0 at the center of the cylinder as a function
of the magnetic field, ψ0 = ψ(0; hλ). Similar informa-
tion on the properties of the solution at the point (κ, Rλ)
is contained in the dependence of the magnetic moment
−4πMλ of the system on the external field. It is conve-
nient to imagine mentally that any point on the (κ, Rλ)
plane contains a “hole” through which the dependence
of ψ0 (and −4πMλ) on the field hλ can be “seen.” Com-
paring these dependences, we can establish that there
exist three regions on the (κ, Rλ) plane with qualita-
tively different behavior of ψ0(hλ) as well as Mλ(hλ).
These regions are denoted by I, IIa, and IIb in Fig. 1.

The meaning of division of the plane (κ, Rλ) into
separate regions will be clarified below. However,
before making a commentary on Fig. 1, we note that the
superconducting state (at temperature T < Tc) can be
obtained in two different ways: either in zero external
magnetic field at the initial instant with a subsequent
increase in H (field amplification regime) or by reduc-
ing a strong magnetic field H in which the metal was
initially in the normal state (field reduction regime).
These two regimes generally correspond to different
solutions for the same value of the field hλ. While seek-
ing the solutions to Eqs. (1)–(4) corresponding to the
field amplification mode, the trial function for the order
parameter at the beginning of the iterative procedure
was specified in the form ψ(ρ) ~ 1. Solutions in the field
reduction mode correspond to the initial trial function
ψ(ρ) ~ 0.01 ! 1. Figures 2–4 show examples of the
dependences ψ0(hλ) and −4πMλ(hλ), while examples of
coordinate dependences of the solutions ψ(ρ) and b(ρ)
emerging in different regimes are presented in Fig. 5.

If a hole is made on the line Rλ = 6 at point κ = 0.95
(in region I), we can see that the solutions appearing in
the amplification mode for different fields hλ corre-
spond to a stable Meissner state (with ψ0 ≈ 1). These
solutions correspond to the solid line in Fig. 2a. As the
field attains the value h1, the Meissner solution
becomes absolutely unstable, and the cylinder passes
jumpwise to the normal state (ψ ≡ 0). Since the order
parameter ψ0 in the Meissner state remains finite up to
the jump point h1, the value of the critical field h1(κ, Rλ)
cannot be determined from the linearized theory [4, 9],
which can be applied only if the condition ψ0 ! 1 is sat-
isfied (see [22] for details). The jump in the order
parameter ψ0 at point h1 is denoted by δ1. For h > h1,
there are no other solutions except the normal solution
(ψ ≡ 0).

If we now seek solutions in the field reduction mode
(for hλ < h1), the normal solution (ψ ≡ 0) remains stable
(relative to small spatial perturbations) up to the point
hp at which a small (ψ0 ! 1) nucleus of the supercon-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
ducting state appears (precursor, or p state). In the inter-
val of fields ∆n = h1 – hp, there exist two stable (in the
above sense) solutions: the Meissner state and the
supercooled (in a magnetic field) normal state. Obvi-
ously, the supercooled normal state is metastable since
the free energy is lower in the Meissner state (with ψ ≈
1). Since the amplitude of the emerging p state is small,
the value of the critical field Hp(κ, Rλ) can be found
from the linearized theory [4, 9], whence it follows that
Hp = φ0/2πξ2 ≡ Hc2 for Rλ @ 1.

Upon a further decrease in the field (hλ < hp), the
amplitude of the emerging superconducting p state
increases (see the dashed curve in Fig. 2a) up to point
hr at which the restoration of the Meissner state occurs
jumpwise (the amplitude of the jump is δr). In the field
interval ∆p = hp – hr, there exist two stable (relative to
small perturbations) superconducting states: the Meiss-
ner (M) state and the p state. For hλ < hr, only one stable
Meissner state exists. The precursor state (as well as the
supercooled n state) is metastable; it describes the pos-
sibility of a hysteresis in the field reduction mode (the
hysteresis loop is indicated by arrows). The total width
of the hysteresis loop is

It should be emphasized that the field hr and amplitude
ψr at the transition point cannot be determined with the
help of the linearized theory [4, 9] (see the discussion
of this problem in [22]).

A similar pattern emerges in an analysis of magne-
tization (–4πMλ) as a function of the field (Fig. 2b). In
this case also, we have the supercooled n state (in the
field interval ∆n); the hysteresis loop,  =  =

, associated with the existence of the n and
p states; and the magnetization jump (δr) during the res-
toration of the M state. Such a pattern is typical of type
I superconductors.

If we make a hole at the point Rλ = 6, κ = 0.98 lying
in the IIa region in Fig.1, the emerging pattern is essen-
tially different (Fig. 2e). Here, the Meissner state in
the field amplification regime also becomes abso-
lutely unstable in the field h1(κ, Rλ), but the jump δ1
occurs not to the state with ψ ≡ 0 (as in type I super-
conductors), but to a special superconducting state
with a suppressed order parameter, viz., the e (edge-
suppressed) state typical of type II superconductors
[18, 21, 22]. For the e state, the amplitude of the order
parameter ψ0 decreases smoothly upon an increase in
hλ and vanishes completely in the field hλ = h2(κ, Rλ).
For R @ 1, the field H2(κ, R) coincides with Hc2 =
φ0/2πξ2. In the field interval ∆e = h2 – h1, the depen-
dence ψ0(hλ) has a smoothly decreasing tail corre-
sponding to the e state.

In the field-reduction mode, the superconducting e
state appears again in the field h2 (Fig. 2e) and continues

∆pn ∆p ∆n+ h1 hr.–= =

∆pn ∆p ∆n+

h1 hr–
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Fig. 2. Various types of superconducting states (M is the Meissner state, p is the precursor, µ is the marginal state, e is the edge-
suppressed state, and d is the depressed state) existing near the SI–II curve in Fig. 1 for Rλ = 6. The dependences of the amplitude
of states (ψ0) and magnetization (–4πMλ) on the field hλ are plotted for different values of κ. Solid curves correspond to the field
amplification mode, and dotted curves to the field reduction mode. The jumps δ1 between states occur at points h1 in the field ampli-
fication mode, and jumps δr take place at points hr in the field reduction mode. The precursor state (p) emerges at point hp (Figs. 2a
and 2b) from the supercooled normal state (∆n = h1 – hp is the width of the supercooling region).
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region IIa (see Fig. 1); here, there are two singular points, h1 and hr, at which the jumps δ1 and δr occur and a hysteresis loop may
be formed. For κ = κζ = 1.045, these two singularities merge at the point hζ = 1.3037, where dMλ/dhλ = ∞. For κ > κζ, the values
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point G (κG ≈ 1, RG ≈ 2.28). (b) The behavior of ψ0(hλ) (on a magnified scale) near the points of termination of solutions for Rλ =
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to exist up to point h1. In the field interval ∆e = h2 – h1, in
both regimes (field enhancement and reduction),
there exists a unique e solution, and no hysteresis is
possible. As the field decreases further (hλ < h1), the
e solution is smoothly transformed into a new d
(depressed) state [22] which is preserved up to the
point hr(κ, Rλ) at which the Meissner solution is
restored jumpwise (with jump amplitude δr). In the
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field interval ∆d = h1 – hr, there exist two stable solu-
tions (M and d states); for this reason a hysteresis loop
of width ∆d may be formed.

The magnetic moment –4πMλ(hλ) exhibits a similar
behavior (Fig. 2f). In this case, the magnetization curve
also has a tail, the supercooled n state is absent, and
there exists a hysteresis loop associated with the d state,
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which can be treated as the supercooled e state. Such a
pattern is typical of type II superconductors.

As the parameter κ approaches the critical line SI–II
separating type I and II superconductors (solid curve in
Fig. 1, which can be denoted by κc(Rλ)), the field inter-
vals ∆n = h1 – hp (in which the supercooled normal state
is possible in type I superconductors) and ∆e = h2 – h1
(where the magnetization curve for type II supercon-
ductors acquires a tail) decrease and vanish exactly at
the critical line. In this case (for Rλ = 6 and κc = 0.9663),
the solution depicted in Figs. 2c and 2d appears. In this
case, one cannot tell the type of superconductor (inde-
terminate type). The precursor solution can be termed
marginal (µ) in this special case; it emerges without
preliminary formation of the supercooled normal state.
All marginal µ states lie on the critical curve SI–II in
Fig. 1. The amplitude of the marginal p state at the
jump point, ψr = ψ0(hr, κc), is the largest among other p
states existing in region I.

Figure 3 shows what happens near the critical curve
SI–II for a smaller radius of the cylinder, Rλ = 2.5. It can
be seen that (in accordance with Fig. 1) the p solution
in region I has the maximum amplitude ψr on the criti-
cal curve SI–II (κc = 1.022, ψr = 0.3855, hr = 1.2716; this
is a marginal µ state). For κ < κc, the amplitude ψr

decreases rapidly (ψr = 0.095 for κ = 1 and ψr = 0.001
for κ = 0.9). This allows us to state that, for κ < κc(Rλ),
the Meissner superconducting state (with ψ0 ≈ 1) is
restored from the supercooled normal state (existing in
the interval ∆n), as a rule, through a “nearly first-order”
phase transition (the jump δr occurs from the p state
with ψr ! 1).

For κ > κc(Rλ) (in region IIa), the supercooled nor-
mal state and the corresponding hysteresis are absent,
but (see the curve κ = 1.03) the e and d superconducting
states are formed (e branch in the field amplification
mode and d branch in the field reduction mode) and the
hysteresis associated with the simultaneous existence
of superconducting d and M states becomes possible.
For κ > 1.03, the field interval ∆d = h1 – hr in which
d solutions exist and hysteresis is possible (see Figs. 2e
and 2f) decreases and vanishes for κζ = 1.045. At the
point κ = κζ, the jumps between the branches also dis-
appear (δ1 = δr = 0) and dMλ/dhλ = ∞ at this point
(Fig. 3b). For κ > κζ (in region IIb), the magnetization
curve displays only the point of maximum descent
(inflection point i) with a finite value of the derivative
dMλ/dhλ (see the curve with κ = 1.05). In this case, the
superconducting solutions (M and e) corresponding to
the field reduction and enhancement modes merge into
a single branch, and hysteresis is impossible; however,
the magnetization curve has two distinguishable
regions: in front of the point of inflection (M state) and
behind it (e state).

The critical values of κζ corresponding to different val-
ues of Rλ are depicted in Fig. 1 by the dotted curve ζ.
JOURNAL OF EXPERIMENTAL 
Above this curve (in region IIa), hysteresis is possible
(d solutions exist), while, below this curve (in region IIb),
hysteresis is absent. At point G (RG ≈ 2.28 for κ ≈ 1),
the critical curves SI–II and ζ merge into one; for Rλ <
RG, there exists a single critical curve above which (in
region I) the processes of superconductivity degrada-
tion (and restoration) are accompanied by first-order
phase transitions (with jumps δ1 and δ2), while, below
this curve (in region IIb), smooth second-order phase
transitions take place. Thus, for a small radius of the
cylinder, all type I superconductors (with κ < κc(Rλ))
become in fact type II superconductors.

Ginzburg [30], who noted that a type I superconduc-
tor with a small radius (with κ ! 1) behaves in a mag-
netic field as a type II superconductor, arrived at the
same conclusion (on the basis of different consider-
ations). Consequently, point G can be referred to as a
Ginzburg bicritical point. On the (κ, Rλ) plane, two crit-
ical curves, SI–II and ζ, converge at point G in contrast
to the Landau tricritical point, at which three critical
curves corresponding to supercooled, equilibrium, and
superheated states converge on the plane of parameters
(H, R) (see, for example, [7]). The lower part of curve ζ
(lying below point G) determines the radius of the cyl-
inder for which a type I superconductor becomes a non-
hysteretic type II superconductor.

Figure 4a shows the dependence of the order param-
eter ψ0 (and magnetization –4πMλ(hλ)) on field hλ at
point G (κ = 1, Rλ ≈ 2.28). It can easily be verified that
hysteretic d states (which are present in Fig. 3a for Rλ =
2.5) are not observed any longer (since point G lies on
the nonhysteretic ζ curve). For the same reason, hyster-
etic p states (to be more precise, µ states since point G
lies on the critical curve SI–II), as well as the e states,
must also be absent. As a result, the dependence ψ0(hλ)
at point G must have the form of a single-valued non-
hysteretic curve consisting only of the M states, but
with a vertical tangent line at the transition point, where
ψ0 vanishes.

All this is illustrated in Fig. 4b, showing on a mag-
nified scale the dependence ψ0(hλ) in the immediate
vicinity of point G (Rλ = 2.28, curve 2) as well as at
points Rλ = 2.3 > RG (curve 1, region I) and Rλ = 2.26 <
RG (curve 3, region IIb).

Figures 1–4 illustrate the behavior of vortex-free
(m = 0) solutions to the Ginzburg–Landau equations as
functions of parameters κ, Rλ, and hλ. Figure 5 shows
the behavior of the self-consistent solutions ψ(x) and
b(x) as functions of the coordinate x = r/R. Figure 5a
illustrates the form of the order parameter ψ(x) for
p solutions (precursors of transition to the Meissner
state in region I in Fig. 1) for Rλ = 6. The marginal µ
solution lies on the critical curve SI–II (with κc =
0.9663), where it attains the maximum amplitude ψr at
the jump point (hr = 0.7548, ψr = 0.9441), after which
it becomes unstable and is transformed into the M solu-
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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ψr = 0.9135 (curve 1); κ = 0.8, hr = 0.6044, ψr = 0.8150 (curve 2); κ = 0.75, hr = 0.5538, ψr = 0.6784 (curve 3); and κ = 0.72, hr = 0.5193,

ψr = 0.3321 (curve 4); for κ = 0.71, hr = 0.5057 and ψr < 1 × 10–4. Meissner solutions at the transition points hr have the form ψ(x) ≈ 1;
these solutions are similar to Mµ and are not shown in the figure. Figures (c, d) (Rλ = 2.5) and (e, f) (Rλ = 2) are explained in the text.

µ
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κ = 0.9032
tion (dotted curve). As we move from the boundary SI–II

deeper into region I, the amplitude of the p solutions
decreases rapidly (Fig. 5a shows only the p solutions at
the points of their transformation into M solutions; the
corresponding M solutions are not shown).
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Figure 5b shows similar dependences for the mag-
netic field distribution over the cylinder radius, b(x) =
B(x)/Hλ.

Figure 5c illustrates the behavior of the order
parameter ψ(x) for Rλ = 2.5. Here, the marginal µ solu-
SICS      Vol. 95      No. 3      2002
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tion corresponds to κ = 1.022 (hr = 1.2716, ψr =
0.3855), the jump from the µ state occurring to the cor-
responding Meissner Mµ state. The p solution in region I
(for κ = 1.0 and hr = 1.2393) and the corresponding Mp

state are also shown. In addition, the ζ solution lying
(see Fig. 1) at the boundary between regions IIa and IIb

(for κζ = 1.045 and hλ = 1.3037, where the derivative
dMλ/dhλ  ∞) is also given, as well as the i solution
(see Fig. 3) from region IIb (for κ = 1.05 at the point
hλ = 1.311, where the magnetization Mλ(hλ) has a point
of inflection i with a finite value of the derivative
dMλ/dhλ (see Fig. 3)). In states of the type ζ and i, hys-
teresis is impossible in view of single-valuedness of
these solutions (see Fig. 3). Solutions for the field b(x)
in the case when Rλ = 2.5 are shown in Fig. 5d.

Solutions ψ(x) and b(x) for Rλ = 2.0 (region I) are
depicted in Figs. 5e and 5f. Here, the µ state corre-
sponds to κc = 0.9032 (hr = 1.3301); the p state existing
for κ = 0.8 (at point hr = 1.1666) is also shown. It can
be seen from Figs. 5a, 5c, and 5e that the amplitude of
p states decreases rapidly with increasing distance from
the boundary SI–II (in this case, the supercooled n state
is transformed onto the superconducting Meissner state
through a “nearly first-order” phase transition). It can
be seen, by the way, that the amplitude of the p state
always attains its maximum at the midpoint of the cyl-
inder; i.e., the superconducting state emerges in the
bulk of the cylinder and not at its surface. In this con-
nection, see [31–37], where the emergence of super-
conductivity in plane-parallel plates is interpreted in a
different manner.

4. CONCLUSIONS

In this study, the main attention is paid to an analysis
of the behavior of cylindrical type I superconductors
(with small values of parameter κ) in an arbitrary mag-
netic field H. We have obtained self-consistent solu-
tions to the Ginzburg–Landau equations for vortex-free
states (m = 0) typical of cylinders with small radii R.
The boundary SI–II separating the regions of behavior of
the order parameter and magnetization of the cylinder,
typical of type I and II superconductors, has been deter-
mined. It is shown that the field dependence of magne-
tization –4πMλ(hλ) in type I superconductors exhibits a
hysteresis loop associated with the existence of a super-
cooled normal phase and with the emergence (in the
field-reduction regime) of special p states (precursors,
see Fig. 3) preceding the complete expulsion of the
field from the sample and a transition of the cylinder to
the Meissner state in the field hr(κ, Rλ). This Meissner
state is destroyed through a first-order jump (in the field
amplification regime) in the field h1(κ, Rλ) and is
restored also jumpwise (in the field reduction regime)
in the field hr(κ, Rλ). In the vicinity of the boundary SI–II,
the amplitude of the emerging superconducting p state
may become large (ψ ≈ 1), which can in principle be
JOURNAL OF EXPERIMENTAL 
detected in experiments. With increasing distance from
the boundary SI–II to the bulk of region I, the amplitude
of the p state decreases rapidly; for this reason, the res-
toration of the Meissner state (ψ ≈ 1) for most type I
superconductors (with κ < κc(R)) occurs through a
“nearly first-order” phase transition (jumpwise from
the p state with ψr ! 1). The shape of the magnetization
hysteresis loop, its location, and the sites and magni-
tudes of the jumps (see Figs. 2–4) strongly depend on κ
(for given R and temperature T), which can be used, in
principle, for the experimental determination of the
parameters κ, R, and T (see also [20] in connection with
the inclusion of temperature dependence).

Here, we confine our analysis to these qualitative
remarks concerning the possible relation to experi-
ments since, to our knowledge, no direct observations
of hysteretic (and other) phenomena in long mesos-
copic cylinders have been reported. Such experiments
were mainly conducted on superconducting mesos-
copic discs of various shapes [23–29]; the discussion of
the results in the framework of the Ginzburg–Landau
theory can be found in [10–16]. It turns out, however,
that many theoretical results weakly depend on the
choice of the sample geometry. Consequently the pre-
dictions obtained in the special case of cylindrical
geometry may be of a more general significance and
should be borne in mind in discussing the results of spe-
cific experiments.

Finally, let us clarify why the boundary SI–II between
type I and II superconductors does not coincide with the

generally accepted criterion κ0 = 1/  [1]. This dis-
crepancy can be explained by several factors. First, in
[1], an unbounded superconductor is considered, while
we are dealing with a superconducting cylinder of a
finite radius. Second, in our case, the superconductor
borders on a vacuum, while in [1] the contact of two
semi-infinite s and n metals is considered. Third, we
distinguish between two types of superconductors from
the form of the dependence –4πMλ(hλ) (i.e., from the
presence or absence of a tail on the magnetization
curve), while superconductors in [1] are divided into
two groups according to a different criterion, i.e.,
according to the sign of the free energy σ(κ) on the
interface between the s and n phases (in this case, σ = 0

for κ0 = 1/  [1]). Thus, the noncoincidence of our

boundary SI–II with the value κ0 = 1/  is due to the dif-
ference in the formulation of the problem.
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Abstract—A 2D model of the pseudogap state is considered on the basis of the scenario of strong electron scat-
tering by short-range-order fluctuations of the “dielectric” (antiferromagnetic or charge density wave) type. A
system of recurrence relations is constructed for a one-particle Green’s function and the vertex part, describing
the interaction of electrons with an external field. This system takes into account all Feynman diagrams for elec-
tron scattering at short-range-order fluctuations. The results of detailed calculations of optical conductivity are
given for various geometries (topologies) of the Fermi surface, demonstrating both the effects of pseudogap for-
mation in the electron spectrum and the localization effects. The obtained results are in qualitative agreement
with experimental data for underdoped HTSC cuprates. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One of the central problems in the physics of high-
temperature copper-oxide superconductors (HTSC) is
the description of the nature of the so-called pseudogap
state [1, 2] existing in a wide region of the phase dia-
gram. In our opinion [2], the preferable scenario for the
pseudogap formation in HTSC oxides is based on the
existence of strong scattering of charge carriers in this
region at short-range-order fluctuations of the “dielec-
tric” type (antiferromagnetic (AFM) fluctuations or
charge-density wave (CDW) type fluctuations). This
scattering is strong in the vicinity of the characteristic
vector Q = (π/a, π/a) (a is the 2D lattice constant), cor-
responding to doubling of the period (antiferromag-
netism vector) and is a precursor of the spectral rear-
rangement due to the establishment of the long-range
AFM order. Accordingly, an essentially non-Fermi-liq-
uid rearrangement of the electron spectrum occurs in
this pretransition region of the phase diagram in certain
regions of the momentum space in the vicinity of so-
called hot spots on the Fermi surface [2], where its
effective destruction takes place. A direct experimental
verification of such a pattern of formation of a
pseudogap was obtained in recent ARPES experiments
on the system Nd1.85Ce0.15CuO4 [3], in which the above-
mentioned spectral rearrangement could be studied in
the vicinity of hot spots.

In the framework of the above scenario of the
pseudogap state formation, it is possible to construct a
simplified “almost exactly” solvable model describing
the main features of this state [2] and taking into
account the contribution of all Feynman diagrams in the
perturbation theory on the scattering by short-range-
order (Gaussian) fluctuations with characteristic scat-
1063-7761/02/9503- $22.00 © 20526
tering momentum from the vicinity of Q, determined
by the corresponding correlation length ζ [4, 5]. This
model is based on a generalization of the model of for-
mation of a pseudogap in a 1D system due to developed
short-range-order fluctuations of the CDW type (which
was proposed earlier by one of the authors [6, 7]) to the
2D case. A simplified version of this 2D model (the
model of hot patches) was used in [8–11] for describing
the main properties of superconducting state formed
against the background of a dielectric pseudogap.

In [4, 5], one-particle properties of the model under
investigation (such as spectral density and the density
of states) were mainly analyzed. A remarkable feature
of this model is the possibility of summation of the
entire series of Feynman diagrams also in the two-par-
ticle problem of calculation of the vertex part describ-
ing the response of the system to external perturbation
(e.g., electromagnetic field) [6, 12, 13]. In the simpli-
fied version of the model of “hot patches” on the Fermi
surface, the required calculations of optical conductiv-
ity in the 2D case were made in [14]. Here, we aim both
at a detailed analysis of theoretical aspects of the calcu-
lation of two-particle properties in the framework of the
general model [4, 5] and at the calculation of optical
conductivity for various geometries (topologies) of the
Fermi surface, emerging when a realistic form of the
free electron spectrum is used.

2. MODEL OF HOT SPOTS

2.1. Description of the Model and “Almost Exact” 
Solution for One-Particle Green’s Function

In the model of a “nearly antiferromagnetic” Fermi
liquid, which is actively used for explaining the micro-
002 MAIK “Nauka/Interperiodica”
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scopic mechanism of HTSC [15, 16], the effective
interaction of electrons with short-range-order AFM
spin fluctuations is introduced. This interaction is
described by the dynamic spin susceptibility χq(ω) whose
shape is determined from fitting to NMR data [16]:

(1)

where g is the coupling constant, ξ is the correlation
length of spin fluctuations, Q = (π/a, π/a) is the antifer-
romagnetic ordering vector in the dielectric phase, and
ωsf is the characteristic frequency of spin fluctuations.
The dynamic susceptibility and, hence, the effective
interaction (1) have peaks in the region q ~ Q; accord-
ingly, two types of quasiparticles emerge in the system,
i.e., hot particles, whose momenta lie in the vicinity of
hot spots on the Fermi surface (Fig. 1), and cold parti-
cles, whose momenta lie in the vicinity of the regions
on the Fermi surface surrounding the diagonals of the
Brillouin zone [4]. As a matter of fact, quasiparticles
from the regions of hot spots are strongly scattered with
the momentum transfer of the order of Q due to their
interaction with the spin fluctuations (1), while the
same interaction for particles with momenta away from
hot spots is quite weak.

Considering the region of rather high temperatures
πT @ ωsf, we can neglect the spin dynamics [4], confin-
ing our analysis of relation (1) to the static approxima-
tion. A considerable simplification of calculations,
which makes it possible to analyze higher-order contri-
bution of perturbation theory, can be obtained if we go
over in relation (1) to a model interaction of the form
[5]

(2)

where ∆ is an effective parameter having the dimen-
sions of energy. Following [4, 5], in the subsequent
analysis we will treat ∆ and ξ as phenomenological
parameters (that can be determined experimentally).
Expression (2) is qualitatively similar to the static
limit (1) and differs from it quantitatively only slightly
in the most interesting region |q – Q | < ξ–1 determining
scattering in the vicinity of hot spots.

We will take the spectrum of the “bare” (free) qua-
siparticles in the form [4]

(3)

where t is the integral of transfer between the nearest
neighbors, t' is the same for next-to-nearest neighbors
in the square lattice, and µ is the chemical potential.
This expression provides a satisfactory approximation
to the results of band calculations for real HTSC sys-
tems. For example, for YBa2Cu3O6 + δ, we have t =
0.25 eV and t ' = –0.45t [4]. The chemical potential µ is

V eff q ω,( ) g2χq ω( )
g2ξ2

1 ξ2 q Q–( )2 iω/ωsf–+
---------------------------------------------------------,≈=

V eff q( ) ∆2 2ξ 1–

ξ 2– qx Qx–( )2+
------------------------------------- 2ξ 1–

ξ 2– qy Qy–( )2+
-------------------------------------,=

ξp 2t pxacos pyacos+( )–=

– 4t' pxacos pya µ,–cos
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fixed by charge carrier concentrations. In this work, we
consider various characteristic relations between
parameters t and t' leading to different geometries
(topologies) of the Fermi surface, aiming at an analysis
of the general pattern, which is not necessarily associ-
ated with known specific systems.

In [5], a detailed analysis of contributions of all dia-
grams was carried out for the self-energy part Σ(εnp) of
an electron. It turns out that, in the case when the signs

of the velocity components  and  (as well as of

 and ) coincide in hot spots on the Fermi sur-
face, the Feynman integrals in a diagram of any order
are determined only by the contributions from the poles
of the Lorentzians in relation (2) and can easily be eval-
uated.1 In this case, the contribution of an arbitrary dia-
gram for the self-energy component of the Nth order in
the interaction with fluctuations (2) has the form (εn =
(2n + 1)πT)

(4)

where ξj(p) = ξp + Q and v j =  +  for odd

j, ξj(p) = ξp and v j =  +  for even j, and κ = ξ–1.
Here, nj is the number of interaction lines embracing
the jth Green’s function in the given diagram; for the
sake of definiteness, we assume that εn > 0.

The conditions under which the above constraints
are imposed on the velocities at the points on the Fermi
surface connected by vector Q (hot spots) are analyzed
in detail in [5], where examples of corresponding
geometries of the Fermi surfaces realized for certain
relations between parameters t and t' in Eq. (3) are con-
sidered. In these cases, expression (4) is virtually exact.
In all remaining cases (for other relations between t and
t'), expression (4) is used as a successful ansatz for an
arbitrary-order contribution obtained by simple contin-
uation of the spectrum in parameters t and t' to the
region of interest. Even in the most unfavorable 1D case
[7] corresponding to a square Fermi surface emerging
from Eq. (3) for t' = 0 and µ = 0, the use of this ansatz
leads to results (e.g., for the density of states) very close
quantitatively [17] to the results of the exact numerical

1 A similar situation also emerges in the case when the velocities in
the hot spots connected by vector Q are exactly perpendicular [4].

v p
x v p Q+

x

v p
y v p Q+

y

Σ N( ) εnp( ) ∆2N 1
iεn ξ j p( ) in jv jκ+–
-----------------------------------------------,

j 1=

2N 1–

∏=

v p Q+
x v p Q+

y

v p
x v p

y

= +
Gk G0k G0k GkGk + 1

∆2v (k + 1)

Fig. 1. Diagrammatic representation of recurrence relation
for the Green’s function. 
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simulation of this problem [18]. In this sense, we are
using the term “almost exact” solution.

When ansatz (4) is used, it is found that the contri-
bution of any diagram with crossing interaction lines is
equal to the contribution of a diagram of the same order
without intersection of these lines [7]. For this reason,
we can, in fact, take into account the contributions from
diagrams without intersection of the interaction lines,
taking into account the contribution from diagrams
with intersection, with the help of additional combina-
torial factors compared to the “initial” interaction verti-
ces (or lines) [7]. As a result, we obtain the following
recurrence relation (representation in the form of a con-
tinued fraction [7]) for a one-electron Green’s function,
which gives an effective logarithm for subsequent
numerical calculations [5]:

(5)

(6)

Figure 2 is a graphical representation of this recurrence
relation. The physical Green’s function we are inter-
ested in is G(εnξp) = Gk = 0(εnξp). In relation (5), we have
also introduced the following auxiliary notation:

(7)

In the case of commensurate fluctuations with Q = (π/a,
π/a) [7] under investigation, the combinatorial factor is
given by

(8)

if we disregard their spin structure (CDW-type fluctua-
tions). If the spin structure of interactions is taken into
account in the model of a nearly antiferromagnetic

Gk εnξp( )
1

iεn ξk p( )– ikv kκ Σk 1+ εnξp( )–+
-----------------------------------------------------------------------------=

≡ G0k
1– εnξp( ) Σk 1+ εnξp( )–{ } 1–

,

Σk εnξp( ) ∆2 v k( )
iεn ξk p( )– ikv kκ Σk 1+ εnξp( )–+
-----------------------------------------------------------------------------.=

G0k εnξp( )
1

iεn ξk p( )– ikv kκ+
----------------------------------------------.=

v k( ) k=

Q = (π, π)

(π, π)

Γ

Fig. 2. Fermi surface with hot spots connected through the
scattering vector of the order of Q = (π/a, π/a).
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Fermi liquid (spin–fermion model [4]), the combinato-
rics of the diagrams becomes more complicated. In par-
ticular, the scattering with spin conservation gives a
formally commensurate combinatorics, while scatter-
ing with spin flip is described by the diagrams for the
incommensurate case (“charged” random field in the
terminology used in [4]). As a result, the recurrence
relation for the Green’s function, as before, has the form
(6), but the combinatorial factor v(k) has the form [4]

(9)

In the subsequent analysis, we confine ourselves to
cases (8) and (9); the details corresponding to incom-
mensurate fluctuations of the CDW type can be found
in [5–7].

The obtained solution for a one-particle Green’s
function is exact in the limit ξ  ∞, when a solution
can be found in analytic form [4, 6]. This solution is
exact in the trivial limit ξ  0, when interaction (2)
just vanishes for a fixed value of ∆. For all intermediate
values of ξ, it gives a very good interpolation (see
above) since it is virtually exact for certain geometries
of the Fermi surface emerging for specific ranges of
variation of the parameters of spectrum (3) [5].

Using relation (5), we can easily carry out numerical
calculations of the one-electron spectral density and
density of states:

(10)

In these relations, GR(Ep) is the retarded Green’s func-
tion obtained by the conventional analytical continua-
tion of Eq. (5) from the Matsubara frequencies to the
real axis E. The details of corresponding calculations
and the discussion of the obtained results for the 2D
model under investigation can be found in the publica-
tions [4, 5] mentioned above.

2.2. Recurrence Equations for the Vertex Part 
and Conductivity

In order to calculate the optical conductivity, we
must calculate the vertex part describing the electro-
magnetic response of the system. This apex can be
determined by the method proposed for an analogous
one-dimensional model in [12, 13]. Any diagram for an
irreducible vertex component can be obtained by insert-
ing the external field lines into the corresponding dia-
gram for the self-energy component [6]. Since our
model can take into account only the diagrams for the
self-energy component without intersection of the

v k( )

k 2+
3

------------ for odd k

k
3
--- for even k.






=

A Ep( ) 1
π
---ImGR Ep( ),–=

N E( ) A Ep( ).
p

∑=
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interaction lines with additional combinatorial factors
v (k) at initial vertices, it is sufficient to consider only
diagrams of the type shown in Fig. 3 for calculating
vertex corrections. This immediately gives a system of
recurrence equations for the vertex parts, presented
graphically in Fig. 4. In order to obtain the correspond-
ing analytic expressions, we consider the simplest ver-
tex correction shown in Fig. 5a. Carrying out calcula-
tions for T = 0 in the RA channel, we can easily obtain
the corresponding contribution in the form

(11)

where we have evaluated the integrals using the follow-
ing identity valid for free-electron Green’s functions:

(12)

(1
1( )RA εp; ε ω, p q+ +( )

=  V eff k( )G00
A εξp K–( )G00

R ε ωξp K q+–+( )
K

∑

=  ∆2 G00
A ε ξ1 p( ) iv 1κ+,( ){

– G00
R ε ω+ ξ1 p q+( ) iv 1κ–,( ) }

× 1
ω ξ1 p( ) ξ1 p q+( )–+
--------------------------------------------------

=  ∆2G00
A ε ξ1 p( ) iv 1κ+,( )G00

R ε ω+ ξ1 p q+( ) iv 1κ–,( )

× 1
2iv 1κ

ω ξ1 p( ) ξ1 p q+( )–+
--------------------------------------------------+

 
 
 

≡ ∆2G01
A ε ξp,( )G01

R ε ω+ ξp q+,( )

× 1
2iv 1κ

ω ξ1 p( ) ξ1 p q+( )–+
--------------------------------------------------+

 
 
 

,

G00
A εξ p( )G00

R ε ωξp q++( )

=  G00
A εξp( ) G00

R ε ωξp q++( )–{ } 1
ω ξp q+ ξp+–
---------------------------------.

v (1)v (2) v (k)

qω

Fig. 3. General form of the higher order correction for the
vertex part.
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“Dressing” internal electron lines, we pass to the dia-
gram in Fig. 5b. Using the identity

(13)

which is valid for exact Green functions, we can write
the contribution of this diagram in the form

GA εξp( )GR ε ωξp q++( ) GA εξp( ) GR ε ωξp q++( )–{ }=

× 1

ω ξp q+ ξp Σ1
R ε ωξp q++( )– Σ1

A εξp( )+ +–
----------------------------------------------------------------------------------------------------,

+=

+=

v (1)

v (k)

J1J

G

G

Gk – 1

Gk – 1

Gk

Gk

JkJk – 1

Fig. 4. Recurrence equations for the vertex part.

(a)

(b)

(c)

J1

Jk

ε + ω, p + q

εp

v (1)

v (k)

q, ω

Fig. 5. Simplest corrections to vertex parts.

G1

G1
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(14)

(1
RA εp; ε ω, p q+ +( )

=  ∆2
v 1( )G1

A ε ξp,( )G1
R ε ω+ ξp q+,( ) 1 ---

2iv 1κ
ω ξ1 p q+( )– ξ1 p( ) Σ2

R ε ωξp q++( )– Σ2
A εξp( )+ +

---------------------------------------------------------------------------------------------------------------------




+




× J1
RA εp; ε ω, p q+ +( ).
Here, we have assumed that the line of interaction on
the diagram for the vertex correction in Fig. 5b “trans-

forms” the self-energy component  of internal

electron lines into  in accordance with the approx-

Σ1
R A,

Σ2
R A,
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imation used above for the self-energy component (see

Fig. 2).2

We can now easily write a similar expression for a
general diagram shown in Fig. 5c:
(15)

Accordingly, the fundamental recurrence relation for the vertex part in Fig. 4 can be written in the form

(16)

(k
RA εp; ε ω, p q+ +( ) ∆2

v k( )Gk
A ε ξp,( )Gk

R ε ω+ ξp q+,( )=

× 1
2iv kκk

ω ξk p q+( )– ξk p( ) Σk 1+
R ε ωξp q++( )– Σk 1+

A εξp( )+ +
--------------------------------------------------------------------------------------------------------------------------------+

 
 
 

Jk
RA εp; ε ω, p q+ +( ).

Jk 1–
RA εp; ε ω, p q+ +( ) 1 ∆2

v k( )Gk
A ε ξp,( )Gk

R ε ω+ ξp q+,( )+=

× 1
2iv kκk

ω ξk p q+( )– ξk p( ) Σk 1+
R ε ωξp q++( )– Σk 1+

A εξp( )+ +
--------------------------------------------------------------------------------------------------------------------------------+

 
 
 

Jk
RA εp; ε ω p, q+ +( ).
The physical apex JRA(εp; ε + ω, p + q) is defined as

(εp; ε + ω, p + q). The recurrence procedure (16)
takes into account all diagrams in perturbation theory
for the vertex component. As κ  0 (ξ  ∞), Eq.
(16) is reduced to the series studied in [6] (see also [4]),
which can be summed exactly in analytic form. In our
scheme of analysis, the standard ladder approximation
corresponds to the case when all combinatorial factors
v (k) in Eq. (16) are assumed to be equal to unity [13].

The conductivity of the system can be expressed
[19] in terms of the retarded density–density response
function χR(q, ω):

(17)

where e is the electron charge and

(18)

while the two-particle Green’s function ΦRA(ε, q, ω) is
determined by the loop graph shown in Fig. 6.

Jk 0=
RA

σ ω( ) e2 iω
q2
------– 

 
q 0→
lim χR q ω,( ),=

χR q ω,( ) ω ΦRA 0 q ω, ,( ) ΦRA 0 0 ω, ,( )–{ } ,=
 

Direct numerical calculations confirm that the recur-
rence procedure (16) satisfies the exact relation follow-
ing (for ω  0) from the Ward identity [19]:

(19)

where N(EF) is the density of states at the Fermi level
EF = µ. This is the main argument in favor of the ansatz
used in the derivation of Eqs. (14)–(16).

Ultimately, we can write conductivity in the symme-
trized form convenient for numerical calculations:

(20)

ΦRA 0 0 ω, ,( ) N EF( )/ω,–=

σ ω( )
e2ω2

π
----------- 1

q2
-----

q 0→
lim GR ω

2
---- p q

2
---+, 

 




p

∑=

× JRA ω
2
---- p

q
2
---; ω

2
----– p q

2
---–,+, 

  GA ω
2
----– p q

2
---–, 

 

– GR ω
2
---- p, 

  JRA ω
2
---- p; 

ω
2
---- p,–, 

  GA ω
2
---- p,– 

 




,

2A motivation for this notation is that it ensures the fulfillment of
the Ward identity which will be discussed below.
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where we have also taken into account the additional
factor 2 associated with the summation over spin.

Numerical calculations were carried out directly by
using formulas (20), (16), and (5), the recurrence pro-
cedure being terminated at a high “level” k, where all Σk

and Jk were set equal to zero. Integration of Eq. (20)
was carried out over the entire 2D Brillouin zone. The
“bare” electron spectrum was taken in the form (3).
Integration momenta are naturally reduced to dimen-
sionless form with the help of lattice constant a, and all
energies will be henceforth given in units of the transfer
integral t. In this case, conductivity is measured in units
of universal conductivity σ0 = e2/" = 2.5 × 10–4 Ω–1 of a
2D system, and the density of states is measured in
units of 1/ta2.

3. RESULTS AND DISCUSSION

Optical conductivity and other parameters of the
model under investigation were calculated for various
values of parameters determining the spectrum (3) of
free quasiparticles and for ∆ = t. Let us first consider the
case when the Fermi surfaces are in the vicinity of half-
filled band with µ = 0 and t' = 0, which are presented in
Fig. 7a for the first quadrant of the Brillouin zone. It is
well known that, for µ = 0 and t' = 0, the Fermi surface
has the form of a square (complete nesting), so that the
situation is equivalent to a certain extent to the 1D case
considered in [6, 12, 13]. The results of calculations for
the real part of optical conductivity in the 2D problem
under investigation for the case of spin–fermion combi-
natorics of the diagrams and for various values of cor-
relation length of the short-range AFM order (parame-
ter κ = ξ–1, where ξ is measured in units of the lattice
constant a) are presented in Fig. 8. The form of conduc-
tivity is qualitatively quite similar to that obtained in
[12, 13] in the 1D model (for the case of incommensu-
rate CDW-type fluctuations). It is characterized by the
presence of a well-defined peak due to pseudogap
absorption (the corresponding curves for the density of
states, demonstrating the presence of a pseudogap near
the Fermi level, are shown in the inset to Fig. 8) for ω ~
2∆ and the presence of a maximum in the low-fre-
quency region, which is associated with the localization
of charge carriers in the static random field of AFM
fluctuations. The localization nature of this maximum
is confirmed by its conversion into the characteristic
Drude peak (with a maximum at ω = 0) for calculations
in the ladder approximation, when the combinatorial
factors v(k) = 1, which corresponds to the exclusion of
the contribution from diagrams with crossed interaction
lines which directly lead to 2D Anderson localization
[19, 20]. The qualitative form of conductivity in this
case is also quite similar to that obtained in [13]. The
narrowing of the localization peak upon a decrease in
the correlation length of fluctuations can be explained,
according to [13], by a decrease in the effective interac-
tion (2) upon a decrease in ξ (for a fixed value of ∆),
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Fig. 7. Fermi surfaces for different values of parameter t'
and chemical potential µ: (a) µ = 0 and t'/t = 0 (I), –0.2 (II),
–0.4 (III), and −0.6 (IV); (b) t' = 0 and µ/t = 0 (I), –0.3 (II),
–0.5 (III), and −0.6 (IV). The insets show the energy depen-
dences of spectral density for the spin–fermion model for
κa = 0.1 at the points of the momentum space marked by
asterisks.
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Fig. 6. Diagrammatic representation for the two-particle
response function ΦRA(q, ε, ω).
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leading to a general decrease in scattering rate (includ-
ing that at the cold part of the Fermi surface). It should
be noted that the behavior of the density of states and
optical conductivity determined here is in complete
qualitative agreement with the results obtained for an
analogous 2D model of the Peierls transition with the
help of the quantum Monte Carlo method in a recent
publication [21].

If we now include the transfer integral t' between the
next-to-nearest neighbors in Eq. (3), assuming, as
before, that µ = 0, we arrive at shapes of the Fermi sur-
face differing from a square and depicted in Fig. 7a.
The inset to this figure shows the energy dependence of
the spectral density (10) at several characteristic points
on these Fermi surfaces. It can be seen that it displays a
characteristic non-Fermi-liquid behavior of the type of
that studied in [4, 5] practically at all points on the
Fermi surface as long as the shape of this surface differs
from a square not very strongly, in spite of the fact that
a hot spot in the case under investigation lies strictly at
the intersection of the Fermi surface with the diagonal
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Fig. 8. Real part of optical conductivity in the spin–fermion
model for a square Fermi surface (µ = 0, t' = 0) for different
values of the inverse short-range-order correlation length:
κa = 0.1 (1), 0.2 (2), and 0.5 (3). The inset shows the corre-
sponding densities of states.

4
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of the Brillouin zone. The corresponding curves for the
real part of optical conductivity are shown in Fig. 9; the
inset to this figure depicts the shape of the correspond-
ing densities of states. It can be seen that, as the situa-
tion differs more and more strongly from complete
nesting, the pseudogap absorption peak decreases,
while the localization peak increases in conformity
with the general summation rule for conductivity. It
should be noted, however, that the pseudogap absorption
peak remains quite noticeable even when the pseudogap
in the density of states is virtually imperceptible (curves 4
in Fig. 9).

Let us return to the case when t' = 0, but the value of
µ is varied, so that we pass to the Fermi surfaces whose
shape is quite close to the square shown in Fig. 7b.
Strictly speaking, hot spots on the Fermi surface are
absent altogether, but the spectral density shown in the
inset to Fig. 7b preserves a typical pseudogap form. The
corresponding dependences for the real part of optical
conductivity are presented in Fig. 10.
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Fig. 9. Real part of optical conductivity in the spin–fermion
model for µ = 0 and κa = 0.1 for various shapes of the Fermi
surface obtained from the square surface taking into
account the transfer integral: t'/t = 0 (1), –0.2 (2), –0.4 (3),
and –0.6 (4). The inset shows the corresponding densities of
states.
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Let us now consider various geometries of the Fermi
surface with hot spots shown in Fig. 11. Figures 12 and
13 depict the real part of optical conductivity, calcu-
lated (for different combinatorics of the diagrams) for
two characteristic values t ' = –0.4t and t ' = –0.6t for the
chemical potential µ = 0, when hot spots are on the
diagonal of the Brillouin zone (curve 5 in Fig. 11a and
curve 4 in Fig. 11b). It can be seen that the pseudogap
behavior of the conductivity persists even in the case
when there is practically no pseudogap in the density of
states (shown in the insets to Figs. 12, 13). The dashed
curve in Fig. 12 shows the results of the ladder approx-
imation, demonstrating the typical disappearance of 2D
localization. Figure 13 illustrates the smearing of the
pseudogap maximum of conductivity upon a decrease
in the short-range-order correlation length.

For most high-temperature copper-oxides supercon-
ductors, the characteristic geometry of the Fermi sur-
face is described by the case t ' = –0.4t and µ = –1.3t [4]
(curve 3 in Fig. 11a). The results of calculation of opti-
cal conductivity for this case for different values of the
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Fig. 10. Real part of optical conductivity in the spin–fer-
mion model for different values of parameter t' and κa = 0.1
for various shapes of the Fermi surface obtained from the
square surface as a result of departure from half-filled band.
The chemical potential corresponds to values of µ/t = 0 (1),
–0.3 (2), –0.5 (3), and −0.6 (4).
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inverse correlation length κ are presented in Fig. 14 (for
the case of the spin–fermion combinatorics of dia-
grams). We have introduced additional weak scattering
due to inelastic processes through the standard substi-
tution ω  ω + iγ [22], which leads to the emergence
of a narrow Drude peak in the frequency range ω < γ
(violation of 2D localization due to dephasing). It can
easily be verified that, as the rate γ of inelastic scatter-
ing increases, the localization peak is smeared and is
transformed into a conventional Drude peak in the low-
frequency region. The pseudogap absorption peak
becomes more pronounced upon an increase in correla-
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Fig. 11. Fermi surfaces for different values of parameter t'
and chemical potential µ: (a) t'/t = –0.4 (which is typical
of HTSC cuprates) and µ/t = –1.6 (1), –1.4 (2), –1.3 (3),
–1.1 (4), and 0 (5); hot spots exist for –1.6 < µ/t < 0;
(b) t'/t = –0.6 and µ/t = –1.8 (1), –1.666 (2), –1.63 (3), and
0 (4). Hot spots exist for µ < 0. Dashed lines mark the
boundary of the magnetic Brillouin zone.
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tion length ξ (a decrease in parameter κ). Figure 15
shows the frequency dependences of the effective scat-
tering rate 1/τ(ω) and effective mass m*(ω), deter-
mined from the results of our calculations with the help
of the generalized Drude formula, which is often used
for experimental data fitting [1]: 

(21)

(22)

Here, ωp is the plasma frequency, and m is the free elec-
tron mass. It can be seen from Fig. 15 that the quantity

1/τ(ω) (which is expressed in units of "/4πe2 in this
figure) demonstrates a typical pseudogap behavior in
the frequency range ω < 2∆. It should be noted that the
density of states in this case exhibits only a weakly pro-
nounced pseudogap [5] (see the inset to Fig. 12). Figure
16 presents similar results for the same case (typical of

1
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Fig. 12. Real part of optical conductivity for t'/t = −0.4,
µ = 0, and κa = 0.1 for different combinatorics of diagrams:
spin–fermion model (1) and commensurate case (2). The
dotted curve corresponds to the ladder combinatorics. The
inset shows the corresponding densities of states.
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HTSC oxides) obtained for a model with diagram
combinatorics corresponding to commensurate fluctu-
ations of the CDW type. It can be seen that the
pseudogap absorption peak is virtually unnoticeable
in this case.

It can be seen from Fig. 11b that, as the chemical
potential changes from µ = 0 to µ = –1.666t, the
Fermi surface acquires flat regions of increasing size
and is transformed into a virtually cross-shaped sur-
face for µ ≈ 1.666t. Such a Fermi surface was
observed in ARPES experiments on the system
La1.28Nd0.6Sr0.12CuO4 [23, 24]. In this case, the compo-
nents of velocities at hot spots connected by the vector
Q = (π/a, π/a) become orthogonal. For µ/t = −1.666…,
the topology of the Fermi surface changes (Fig. 11b),
and these components have the same sign in the entire
region µ/t < –1.666…, which ensures exact fulfillment
of our fundamental ansatz (4) for the contributions of
higher order diagrams [5]. It is interesting to consider
the results of calculations of optical conductivity in this
region of variation of µ also. The corresponding results
in the case of a commensurate (CDW) combinatorics
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Fig. 13. Real part of optical conductivity in the spin–fer-
mion model for t'/t = –0.6 and µ = 0 for the values of inverse
correlation length κa = 0.1 (1), 0.2 (2), 0.5 (3) and 1.0 (4).
The inset shows the densities of states corresponding to
curves 1 and 4.
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are presented in Fig. 17, where the variation of the
localization conductivity peak during the transition of
chemical potential through the topological transition
region can be traced. A low-intensity pseudogap
absorption peak virtually remains unchanged. The inset
to Fig. 17 shows the evolution of the localization peak
taking into account inelastic scattering (parameter γ)
for µ = –1.8t. It can clearly be seen how a transition
from the localization to the Drude behavior occurs due
to dephasing processes. The obtained results show that
the change in the Fermi surface topology itself does not
lead to strong qualitative changes in optical conductiv-
ity in the framework of the model under investigation.

4. CONCLUSIONS

The above analysis demonstrates the variety of the
results that can be obtained in the model under investi-
gation for different geometries and topologies of the
Fermi surface, emerging upon a change in the parame-
ters of the “bare” quasiparticle spectrum (3). It is inter-
esting to compare these results with those obtained ear-
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Fig. 14. Real part of optical conductivity in the spin–fer-
mion model for t'/t = –0.4 and µ/t = –1.3 for the values of
inverse correlation length κa = 0.05 (1), 0.1 (2), and 0.2 (3).
The dephasing rate γ/t = 0.005.
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lier in the simplified model of hot patches on the Fermi
surface [14]. Since the pseudogap anomalies in the hot-
patches model are mainly determined by strong scatter-
ing precisely in these (flat) regions on the Fermi surface
and by their relative size, the localization conductivity
peak was virtually unnoticeable in this model, and the
dominating role was played by the Drude peak associ-
ated with scattering from cold regions, which is deter-
mined by an auxiliary scattering rate γ (whose meaning
is similar to the inelastic scattering rate introduced
above). The above analysis of a more realistic model
shows that the contribution of the localization peak may
be quite noticeable and that it is this peak that can be
transformed into a narrow Drude peak when dephasing
processes are taken into account.

The main drawback of the model considered above
is probably the disregard of the dynamics of short-
range-order fluctuations. This approximation is justi-
fied, according to [4, 5], only at high temperatures, but
the processes of inelastic scattering responsible for the
dephasing and violation of localization become more
significant just at such temperatures. Another draw-
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Fig. 15. Generalized scattering rate and effective mass for
the case t'/t = –0.4 and µ/t = –1.3 typical of high-tempera-
ture superconductors. The parameters of the generalized
Drude model are obtained in the spin–fermion model for the
values of inverse correlation length κa = 0.05 (1), 0.1 (2),
and 0.2 (3). The dephasing rate γ/t = 0.005.
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back, as was noted repeatedly in [5, 7], is the confine-
ment to the Gaussian approximation for fluctuation sta-
tistics, which can also be justified only for the region of
high temperatures.

While considering a possible relation between the
results obtained above and real experiments on HTSC
cuprates, it should be borne in mind that no localization
peak was observed in most of such experiments [1, 2],
which can apparently be attributed to a noticeable role
of inelastic processes (dephasing) at the high tempera-
tures used in these experiments. Optical conductivity
peaks in the low-frequency region, attributed to local-
ization, were observed in disordered samples of the
YBaCuO system in [25, 26]. Recent experiments on the
NdCeCuO system [27, 28], in which such a peak was
observed especially clearly, are worth mentioning. In
particular, the qualitative behavior of optical conductiv-
ity observed in [28] for a series of NdCeCuO samples
of various compositions (from underdoped to optimally
doped) is in complete agreement with the behavior
depicted in Fig. 14, which may be typical of HTSC
cuprates (see above). Thus, in our opinion, the model of
hot spots may claim at a realistic description of anom-
alies in the optical conductivity of high-temperature
superconductors.

0.1

0 0.5

R
e

σ

ω/∆

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.0 1.5 2.0

1

2

3

Fig. 16. Real part of optical conductivity in the commensu-
rate case for t'/t = –0.4 and µ/t = –1.3 for the values of
inverse correlation length κa = 0.05 (1), 0.1 (2), and 0.2 (3).
The dephasing rate γ/t = 0.005.
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Abstract—The one-dimensional spin-1/2 XXZ model in a transverse magnetic field is studied. It is shown that
the field induces a gap in the spectrum of the model with the easy-plane anisotropy. Using conformal invariance,
the field dependence of the gap is found at small fields. The ground state phase diagram is obtained. It contains
four phases with the long-range order of different types and a disordered phase. These phases are separated by
critical lines, where the gap and the long-range order vanish. Using scaling estimates, the mean-field approach,
and numerical calculations in the vicinity of all critical lines, we find the critical exponents of the gap and the
long-range order. It is shown that the transition line between the ordered and disordered phases belongs to the
universality class of the transverse Ising model. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The effect of the magnetic field on an antiferromag-
netic chain has been attracting much interest from the-
oretical and experimental standpoints. In particular, a
strong dependence of the properties of quasi-one-
dimensional anisotropic antiferromagnets on the field
orientation was observed experimentally [1]. It is there-
fore interesting to study the dependence of properties of
the one-dimensional antiferromagnet on the direction
of the applied field. The simplest model of the one-
dimensional anisotropic antiferromagnet is the spin-1/2
XXZ model. This model in a uniform longitudinal mag-
netic field (along the z axis) was studied in great detail
[2]. Because the longitudinal field commutes with the
XXZ Hamiltonian, the model can be exactly solved by
the Bethe ansatz. This is not the case if the symmetry-
breaking transverse magnetic field is applied and the
exact integrability is lost. Because of its mathematical
complexity, this model has not been studied much.
From this standpoint, it is of particular interest to study
the ground state properties of the 1D XXZ model in the
transverse magnetic field. The Hamiltonian of this
model is given by

(1)

with periodic boundary conditions and even N.
The spectrum of the XXZ model is gapless for –1 <

∆ ≤ 1. In the longitudinal field, the spectrum remains
gapless if the field does not exceed the saturation value

H Sn
xSn 1+

x Sn
ySn 1+

y ∆Sn
z Sn 1+

z+ +( ) h Sn
x

n 1=

N

∑+
n 1=

N

∑=
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(1 + ∆). On the other hand, a gap in the excitation spec-
trum seems to open up when the transverse magnetic
field is applied. It is supposed [3] that this effect can
explain the peculiarity of the low-temperature specific
heat in Yb4As3 [1]. The magnetic properties of this
compound are described by the XXZ Hamiltonian with
∆ ≈ 0.98; it was shown that the magnetic field in the
easy plane induces a gap in the spectrum resulting in a dra-
matic decrease of the linear term in the specific heat [3].

First of all, what do we know about model (1)?
The first part of the Hamiltonian is the well-known

XXZ model, whose exact solution is given by the Bethe
ansatz. In the Ising-like region ∆ > 1, the ground state
of the XXZ model has a Néel long-range order along the
z axis and there is a gap in the excitation spectrum. In
the region –1 < ∆ ≤ 1, the system is in the so-called
spin-liquid phase with a power-law decay of correla-
tions and a linear spectrum. Finally, for ∆ < –1, the clas-
sical ferromagnetic state is the ground state of the XXZ
model with a gap over the ferromagnetic state.

In the transverse magnetic field, the total spin pro-
jection Sz is not a good quantum number and the model
is essentially complicated, because the transverse field
breaks rotational symmetry in the xy plane and destroys
the integrability of the XXZ model, except at some spe-
cial points. In particular, the exact diagonalization
study of this model is difficult for finite systems
because of a nonmonotonic behavior of energy levels.

The first special case of model (1) is the limit as
∆  ±∞. In this case, the model reduces to the 1D
Ising model in a transverse field (ITF), which can be
exactly solved by transforming it to the system of non-
interacting fermions. In both limits, the system has the
02 MAIK “Nauka/Interperiodica”
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phase transition point hc = |∆|/2, where the gap closes
and the long-range order in the z direction vanishes.

It is suggested [4] that the phase transition of the ITF
type occurs for any ∆ > 0 at some critical value h =
hc(∆). It can also be expected that such a transition
exists for any ∆ and the transition line connects two
limiting points hc = |∆|/2, ∆  ±∞.

Similarly to these limiting cases, for any |∆| > 1 and
h < hc(∆), the system has a long-range order in the z
direction (the Néel order for ∆ > 1 and the ferromag-
netic order for ∆ < –1). But for |∆| < 1 and h < hc(∆), the
ground state changes, and instead of the long-range
order in the z direction, a staggered magnetization
along the y axis appears at h < hc(∆).

This assumption is confirmed on the “classical” line

hcl =  (hcl < hc(∆)), where the quantum fluc-
tuations of the XXZ model are compensated by the
transverse field and the exact ground state of (1) at h =
hcl is a classical one [5]. The excited states on the clas-
sical line are generally unknown, although it is assumed
that the spectrum is gapped.

The second case where model (1) remains integra-
ble is the isotropic antiferromagnetic case ∆ = 1. In this
case, the direction of the magnetic field is not important
and the ground state of the system remains the spin-liq-
uid one up to the point h = 2, where a phase transition
of the Pokrovsky–Talapov type occurs and the ground
state becomes a completely ordered ferromagnetic
state.

The last special case is ∆ = –1. Model (1) then
reduces to the isotropic ferromagnetic model in a stag-
gered magnetic field. This model is nonintegrable, but
as shown [6], the system remains gapless up to some
critical value h = h0, where a phase transition of the
Kosterlitz–Thouless type occurs.

Summarizing, we expect that the phase diagram of
model (1) (in the (∆, h) plane) has the form shown in
Fig. 1. The phase diagram contains four regions that
correspond to different phases and are separated by
transition lines. Each phase is characterized by a long-
range order of its own type the Néel order along the
z axis in region (1); the ferromagnetic order along the
z axis in region (2); the Néel order along the y axis in
region (3); in region (4), there is no long-range order
except the magnetization along the field direction x
(which certainly exists in all the above regions). By the
long-range order, we hereafter understand the one of
the type corresponding to a given region.

In this paper, we investigate the behavior of the gap
and the long-range order near the transition (critical)
lines. In Section 2, devoted to the classical line, we
review the exact ground state and construct three exact
excitations. In Section 3, we study the transition line
hc(∆) using the mean-field approach and the exact diag-
onalization of finite systems. In Section 4, we find the
critical exponents in the vicinity of the line h = 0. The

2 1 ∆+( )
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properties of the model near the critical lines ∆ = ±1 and
in the vicinity of the points (∆ = ±1, h = 0), in particular,
are studied in Sections 5 and 6.

2. THE CLASSICAL LINE

We first we consider the classical line

because we often refer to it in what follows. It is
remarkable in the sense that the ground state is identical
to the classical one on this line and quantum fluctua-
tions are missing. It was shown in [5] that the ground
state of (1) is twofold degenerate on this line and the
ground state wave functions with the momentum k = 0
and k = π are given by

where Φ1(2) are direct products of single-site functions,

Here, |αi〉  is the state of the ith spin lying in the xy plane
for |∆| < 1 (or in the xz plane for ∆ > 1) at the angle ϕ
with the x axis. These states can be written as

with 

hcl 2 1 ∆+( ), ∆ 1,–>=

Ψ1 2,
1

2
------- Φ1 Φ2±( ),=

Φ1| 〉 α 1α2α3α4…| 〉 ,=

Φ2| 〉 α 1α2α3α4…| 〉 .=

α i| 〉 eiϕSi
+ 1–( ) ↓| 〉 , ∆ 1,<=

α i| 〉 eϕSi
+ 1–( ) ↓| 〉 , ∆ 1>=

ϕcos hcl/2, ∆ 1<=

–1

0 0.5

∆

h
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1.0 1.5 2.0 2.5

1
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4

Fig. 1. Phase diagram of model (1). The thick solid lines are
the critical lines, the thin solid line is the “classical” line,
and the dashed line is the line h1(∆).
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and 

The state  is obtained by rotation of the ith spin by
π about the magnetic field axis x,

The ground state has a two-sublattice structure and
is characterized by the presence of the long-range order
in the y (|∆| < 1) or in the z (∆ > 1) directions. In partic-

ular, for |∆| < 1, the staggered magnetization  is 

In general, the excited states of (1) on the classical
line are nontrivial. Some of them can nevertheless be
found exactly. For this, it is convenient to introduce the
operator overturning the ith spin,

such that the states of the “overturned” ith spin |βi 〉 =

Ri |αi 〉  and  = Ri  are orthogonal to |αi 〉  and ,

The exact excited states are then written as

and therefore, each of the three exact excitations is also
twofold degenerate. This degeneracy is in fact a conse-
quence of the Z2 symmetry describing the rotation of all
spins by π about the magnetic field axis x.

To show that these states are indeed the exact ones,
it is convenient to rotate the coordinate system such that
in one of the ground states, for example, Φ1, all spins
point down. In the case where |∆| < 1, this transforma-
tion is the rotation of the spins at even (odd) sites by an
angle ϕ (–ϕ) around the z axis followed by the rotation
by π/2 around the y axis,

(2)

ϕcosh hcl/2, ∆ 1.>=
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Sn
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Sn
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In the case where ∆ > 1, the transformation of the
spin operators is defined by

(3)

On the classical line, Hamiltonian (1) then becomes

(4)

for ∆ < 1 and

(5)

for ∆ > 1.
The ground state of both Hamiltonians and of (1) is

twofold degenerate. Obviously, in one of the ground
states, all spins σn point down,

The energy of this state is

(6)

In this representation, the second ground state Φ2 has a
more complicated form,

It is now easy to see that the following three excited
states are exact:

(7)

It can be verified that the last terms in (4) and (5)
annihilate these three functions and are therefore the
exact excited states of (1) for any even N. Similarly to
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Fig. 2. The dependence of the difference between the energy of the two lowest levels E(1), E(2) and the ground state energy E(0)
on magnetic field h for finite chains with N = 10–18.
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the ground state, excited states (7) are degenerate with

the states . These states  can be represented in
the same form (7), but in the coordinate system where
the function Φ2 describes all spins pointing down.

The states  are especially interesting because
they define the gap of model (1) on the classical line at
small values of hcl. Our numerical calculations of finite
systems show that, as hcl  0 (∆  –1), the lowest
branch of the excitations has a minimum at k = 0 and the
corresponding excitation energy is (1 + ∆) (of course,
because of the Z2 symmetry, there is another branch
with the minimum at k = π and the same minimum
energy, but we consider one branch only). The excita-
tion energy at k = π obtained by the extrapolation of
numerical calculations as N  ∞ is 2(1 + ∆). As hcl

increases, the excitation energies at k = 0 and k = π are
drawn together and become equal to each other at some

. Our numerical results give

On the classical line, the gap is therefore (1 + ∆) for
−1 < ∆ < –0.79.

ψ2
k| 〉 ψ2

k| 〉

ψ1 2( )
1| 〉

h̃cl

h̃cl 0.76 ∆ 0.79–≈( ).≈
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3. THE TRANSITION LINE h = hc(∆)

The existence of the transition line hc(∆) passing
through the entire phase diagram is quite natural,
because all types of long-range order except the long-
range order along the field must vanish at some value of
the magnetic field. The transition line connects two
obvious limits as ∆  ±∞, where model (1) reduces
to the ITF model. The line passes through the exactly
solvable point (∆ = 1, h = 2) and the point (∆ = – 1, h =
h0) studied in [6]. We suppose that the entire line hc(∆)
is of the ITF type with algebraically decaying correla-
tions with the corresponding critical exponents [7].

The transition line can also be observed from the
numerical calculations of finite systems. As an exam-
ple, the dependences of the excitation energies of the
three lowest levels on h are shown in Fig. 2 for ∆ = 0
and for N = 10–18. From this figure, it can be seen that
the two lowest states cross each other N/2 times and the

last crossing occurs at the classical point hcl = .
These two states form a twofold degenerate ground
state in the thermodynamic limit. They have different
momenta k = 0 and π and different quantum numbers
describing the Z2 symmetry that remains in the system
after applying the field. As for the first excitation above
the degenerate ground state, we also see numerous level
crossings in Fig. 2. These level crossings lead to incom-

2
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mensurate effects that manifest themselves in the oscil-
latory behavior of the spin correlation functions. The
correlation functions at n @ 1 are given by

(8)

where  (α = x, y, z) is the corresponding magneti-
zation (the long-range order) and is the oscillatory
function of n with the oscillation period depending on
h and ∆. All crossings disappear at h > hcl(∆) and the
correlation functions do not contain oscillatory terms in
this region of the phase diagram.

The energy of the first excitation near hcl decreases
rapidly, and after extrapolation we found that, for ∆ = 0,
the gap vanishes at the magnetic field hc ≈ 1.456(6) >
hcl. Inside the region hcl < h < hc, the ground state
remains twofold degenerate, although there are no level
crossings. At h > hc, the mass gap appears again; for a
large field, the gap is proportional to h.

To determine the transition line hc(∆) and to study
the model in the vicinity of hc(∆), we use the Fermi rep-
resentation of (1). This representation gives the exact
solution in the limits as ∆  ±∞ and in addition yields
the exact ground state on the classical line.

First, it is convenient to perform a rotation of the
spins around the y axis by π/2 in (1) such that the mag-
netic field is directed along the z axis,

(9)

After the Jordan–Wigner transformation to Fermi oper-

ators  and an,

(10)

Hamiltonian (9) becomes

(11)

Treating the Hamiltonian Hf in the mean-field
approximation, we find the ground state energy E0 and
the one-particle excitation spectrum ε(k),

(12)
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(13)

where g = 1 – ∆ and

(14)

The quantities γ1, γ2, and γ3 are the ground state aver-
ages determined by the self-consistent equations

(15)

The magnetization S =  of model (1) is given by

(16)

The numerical solution of Eq. (15) shows that the
function ε(k) has a minimum at kmin, which changes
from π/2 at h = 0 to zero at h = h1(∆) and kmin = 0 for h >
h1(∆). The gap in the spectrum ε(k) vanishes at hc(∆)
(hc > h1) and is given by m = |h – hc | for h > h1. The
functions h1(∆) and hc(∆) are shown in Fig. 1. We note
that the Hamiltonian Hf differs from the domain-wall
fermionic Hamiltonian that is mapped from (1) in [4].
The transition line obtained in [4] is a linear function of
∆ in contrast to hc(∆) in Fig. 1.

It is interesting to note that the mean-field approxi-
mation gives the exact ground state on the classical line

hcl = . On this line, the solution of Eqs. (15)
has the simple form

(17)

and the energy is given by
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On the classical line in the mean-field approxima-
tion, the gap is

(18)

We compared (18) with the results of the extrapolation
of finite systems in the classical line. The coincidence
is sufficiently good for ∆ > 0.5. Equation (18) gives a
satisfactory estimate for the gap up to ∆ ≈ –0.5. For

example, at ∆ = 0 (hcl = ), it follows that m = 0.086
from Eq. (18), while the extrapolated gap is m ≈
0.076(4).

The smaller the fermion density, the better the
mean-field approximation works. It becomes worse as
the magnetization S  0. This is the reason for incor-
rect behavior of the gap as hcl  0 (∆  –1). It fol-
lows from (18) that m = 1, while m vanishes in this limit
as m = (1 +∆) (7).

In the mean-field approximation, the Hamiltonian
Hf is similar to the well-known bilinear Fermi Hamilto-
nian describing the anisotropic XY model or the ITF
model. Using results in [7], the following facts related
to the model under consideration can be established.

1. There is a staggered magnetization  along

the y axis for |∆| < 1 or  along the z axis for |∆| > 1,
and they vanish as (hc – h)1/8 for h  hc.

2. The magnetization S has a logarithmic singularity
as h  hc.

3. The spin correlation function decays exponen-
tially (excluding the transition line) as n  ∞,

(19)

The function f(n) has an oscillatory behavior for 0 < h <
hcl and is monotonic for h > hcl; f(n) = 0 at h = hcl, and

for hcl – h ! 1. The classical line therefore determines
the boundary on the phase diagram where the spin cor-
relation functions show the incommensurate behavior.

On the transition line h = hc(∆), the spin correlation
functions have a power-law decay,

(20)
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These results show that the transition at h = hc(∆)
belongs to the universality class of the ITF model.

In the vicinity of the point h = 2, ∆ = 1, the fermion
density is small (S ≈ 1/2) and the mean-field approxi-
mation of the four-fermion term gives an accuracy up to
g3 or (2 – h)4 at least. In this case, we give the corre-
sponding expressions (for g ! 1):

(21)

The magnetization S is

(22)

The susceptibility χ(h) = dS/dh is

(23)

It follows from (23) that there is a crossover from the
square root to the logarithmic divergence of χ as the
parameter g2/(hc – h) varies from 0 to ∞.

4. THE LINE h = 0, |∆| < 1

4.1. Scaling Estimates

The XXZ model is integrable and its low-energy
properties are described by a free massless boson field
theory with the Hamiltonian

(24)

where Π(x) is the momentum conjugate to the boson
field Φ(x), which can be separated into the left and right
moving terms,

The dual field  is defined as the difference
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The spin-density operators are represented as

(25)

with the constant C found in [8]. The compactification
radius R is known from the exact solution

The nonoscillating part of the operator Sx in Eq. (25)
has the scaling dimension

and conformal spin S = 1. A nonzero conformal spin of
the perturbation operator Sx can lead to incommensura-
bility in the system [9], which agrees with Eq. (19). As
shown in [10], the general formula for the mass gap

(26)

is not applicable in the entire region |∆| < 1. Because of
a nonzero conformal spin of the nonoscillating part of
the operator Sx, higher order effects in h must be con-
sidered. The analysis shows [10] that the original per-
turbation with a nonzero conformal spin generates
another perturbation with zero conformal spin,

(27)

This perturbation gives the critical exponent for the
mass gap

(28)

Comparing Eqs. (26) and (28), we see that perturbation
(27) becomes more relevant in the region

It turns out that the oscillating part of the operator Sx

gives another, more relevant, index for the gap at ∆ < 0.
We now reproduce the standard “conformal” chain of
arguments for this oscillating part. The perturbed action
of the model is given by

(29)

where S0 is the Gaussian action of the XXZ model. The
time-dependent correlation functions of the XXZ chain

Sn
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show the power-law decay at |∆| < 1 and have the
asymptotic form [11]

(30)

where A1 and A2 are known constants [8] and τ = it is the
imaginary time. We can therefore estimate the large-
distance contribution to the action of the oscillating part
of the operator Sx(x, τ) as

The relevant field Sx(x, τ) leads to a finite correlation
length ξ. This correlation length is such that the contri-
bution of the field Sx(x, τ) to the action is of the order of
unity. That is,

which gives the mass gap

(31)

In fact, the oscillating factor (–1)n in the correlator in
some sense eliminates one singular integration over x,
and the general conformal formula

where D is the dimension of space and d is the scaling
dimension of the perturbation operator, must be taken
with D = 1 instead of conventional D = 2.

The comparison of Eqs. (26), (28), and (31) shows
that, for 0 < ∆ < 1, the leading term is given by Eq. (26)
and, for –1< ∆ < 0, by Eq. (31). We therefore have

(32)

The functions ν(∆), µ(∆), and γ(∆) are shown in Fig. 3.
In this respect, model (1) is different from the XXZ
model in the staggered transverse field, for which

for all |∆| < 1 [12].
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The staggered magnetization (long-range order)
along the y axis behaves as

(33)

Hence, the long-range order also has two different crit-
ical exponents,

(34)

4.2. Perturbation Series

The critical exponents ν and µ can also be derived
from the analysis of infrared divergences of the pertur-
bation theory in h. Obviously, only even orders in h give
contributions. We now estimate the large-distance
behavior of the operator

(35)

determining the perturbation theory order, where V =

h  and H0 is the Hamiltonian of the XXZ model.
The perturbation series for the ground state energy is
given by

(36)

We consider a large but finite system of the length N.
We keep the powers of N and h only, omitting all other
factors. We first consider the nonoscillating part of cor-
relator (30). Taking only low-lying excitations of the
spectrum of the XXZ model into account (these excita-
tions give the most divergent part) and estimating the
large-distance behavior of the nonoscillating part of
correlator (30), we arrive at

(37)

It follows that if 4 – θ – 1/θ > 0, then each next order in
perturbation theory (36) diverges more and more
strongly. To absorb these infrared divergences, we must
introduce the scaling parameter y = Nhν and assume
that the series (1 + U + U2 + …) in (36) forms some
function of the scaling parameter y. In our case,

(see Eq. (26)) and

Sn
y〈 〉 1–( )n

ξθ/2
------------- –1( )nmθ/2.∼ ∼

Sy〈 〉 hθ/ 4 θ– 1/θ–( ), 0 ∆ 1,< <∼

Sy〈 〉 hθ/ 2 θ–( ), 1 ∆ 0.< <–∼

U
1

E0 H0–
------------------V

1
E0 H0–
------------------V=

Si
x∑

δE V
1

E0 H0–
------------------V 1 U U2 …+ + +( ).∼

U h2

Si
xS j

x〈 〉
i, j

∑
1/N( )2

----------------------- h2N2 N2

Nθ 1/θ+
---------------∼∼ h2N4 θ– 1/θ– .=

ν 2
4 θ– 1/θ–
--------------------------=

U y2/ν.∝
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
The leading second-order divergence of the ground
state energy can be found similarly to (37),

(38)

Combining Eqs. (37) and (38), we can write

with some unknown function f(y) whose small-y expan-
sion is given by

In the thermodynamic limit as N  ∞, the scaling
parameter y = Nhν also tends to infinity, y  ∞.
Because the energy is proportional to N, the function
f(y) has a finite limit f(∞) = a. In the thermodynamic
limit for the correction to the ground state energy, we
therefore have

(39)

For the first excited state, the perturbation theory
divergences have the same form as in (37) and (38). For
the gap, we therefore find the same scaling parameter
y = Nhν and

In the thermodynamic limit, the mass gap is of the
order of unity (in terms of N), and therefore, the func-
tion g(y) ∝  1/y as y  ∞. Thus, finally we arrive at
Eq. (26).
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Fig. 3. The dependence of the critical exponents ν, µ, and γ
on ∆. The smallest exponent gives the perturbation of the
most relevant type and defines the index for the mass gap.

γ, µ, ν
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We now consider the more subtle oscillating part of
correlator (30). For the oscillating part at large dis-
tances, we can write

The oscillating part of the perturbation operator V con-
nects the low-lying gapless states with finite-energy
states. That is, each second level in all orders of the per-
turbation series is separated from the ground state by a
finite gap. For the operator U, we therefore have

Because θ is always less than 2, the divergences
grow with the order of the perturbation theory. To elim-
inate these divergences, we introduce the scaling
parameter y = Nhµ, with µ defined in Eq. (31), such that
U ~ y2/µ.

The second-order correction to the ground state
energy is then given by

and the total correction to the ground state energy is

where f(y) is an unknown function with a finite limit
f(∞) = b.

In the thermodynamic limit, the ground state energy
therefore behaves as

The mass gap is found similarly,

with the function g(y) ∝  1/y as y  ∞. We thus repro-
duce Eq. (31) in the thermodynamic limit.

We note that we have estimated only the long-wave-
length divergent part of the perturbation theory. In addi-
tion, the regular part of the perturbation theory gives the
leading term of the order h2. Combining all the above
facts, we thus arrive at

(40)

As can be seen from Eq. (40), δE consists of a regu-
lar term h2 and two singular terms. Because ν > 1 and
µ > 1, the susceptibility χ is finite for any ∆, in contrast
to the model with the staggered transverse field [12],
where the singular term is hη with η = 4/(4 – θ) < 2.

It follows from Eqs. (26) and (31) that ν  1 as
∆  1 and µ  1 as ∆  –1. In both limits, one
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of the singular terms therefore becomes proportional to
h2 and, hence, contributes to the susceptibility. This
implies that the susceptibility has a jump at the sym-
metric points ∆ = ±1.

5. THE LINE ∆ = 1

In the vicinity of the line ∆ = 1, it is convenient to
rewrite Hamiltonian (1) as

(41)

where the parameter g = 1 – ∆ ! 1 is small. On the iso-
tropic line ∆ = 1, model (1) is exactly solvable by the
Bethe ansatz. The properties of the system remain crit-
ical up to the transition point hc = 2, where the ground
state becomes ferromagnetic. Therefore, for h < 2 and
small perturbation V, we can use a conformal estimates.

The asymptotic form of the correlation function on
this line is given by

(42)

where α(h) is a known function obtained from the
Bethe ansatz [13]. It has the asymptotic forms

(43)

The scaling dimension of the operator Sz is dz = α(h)/2,

and the scaling dimension of  is four times
greater, dzz = 4dz = 2α(h). Because α(h) < 1, the pertur-
bation V is relevant and leads to the mass gap and the
staggered magnetization given by

(44)

From the general expressions for the mass gap in
Eq. (44), we find that m ~ g in the limit as h  2,
which agrees with the result of the mean-field approxi-
mation in Eq. (21).

In the vicinity of the point ∆ = 1, h = 2, the long-
range order vanishes on both lines: at ∆ = 1 as g1/4 (see
Eqs. (44)) and at h = hc as|hc – h |1/8. We also have the
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exact expression for the long-range order on the classi-
cal line,

(45)

Combining all these facts, we arrive at the formula

(46)

The behavior of the system near the point ∆ = 1, h =
0 is more subtle. As follows from Eq. (32), the mass gap
is m ~ h for very small h; on the other hand, Eq. (44)
implies a different scaling m ~ gln(1/h). Therefore, there
are two regions near this point with different behaviors
of the mass gap. The boundary between these two
regions can be found as follows. We rewrite the pertur-
bation in Hamiltonian (41) as

The part H0 + V1 of the Hamiltonian corresponds to the
XXZ model in the longitudinal magnetic field, which is
gapless for the magnetic field

Therefore, in the region of very small magnetic field

the perturbation V1 is relevant, leading to the mass gap
m ~ h. The two-cutoff scaling procedure [9, 10] leads to
the mass gap

for

Finally, when g is much less than h, the scaling dimen-
sion of the operator V2 defines the exponent for the gap
in Eq. (44). Summarizing, the mass gap in the vicinity
of the isotropic point ∆ = 1, h = 0 is given by

(47)
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6. THE LINE ∆ = –1

In this section, we consider model (1) in the vicinity
of the line ∆ = – 1, where

is a small parameter. It is convenient to rotate spins on
each odd site by π around the z axis, such that model (1)
becomes

(48)

At δ = 0 and h = 0, the ground state of (48) is the fer-
romagnetic state with zero momentum degenerate with
respect to total Sz. The states that can be reached from
the ground state by means of the transition operator

are the states with q = π and a finite gap over the ground
state. For δ ! 1, the transition operator connects the
low-energy states and the states with the energies εs ≈ 2
The second-order correction to low-energy states is
given by

(49)

where |l 〉  is the low-energy state and |s 〉  is a state with
the high energy Es – El ≈ 2. For δ ! 1, Eq. (49) can
therefore be rewritten as

(50)

The spin correlation function  is a slowly
varying function of |m – n | for δ ! 1. Therefore,

(51)

In accordance with Eqs. (49)–(51), the low-lying
states of (48) are therefore described for |δ| ! 1 and h !
1 by the XYZ Hamiltonian

(52)

The coincidence of the low-energy spectra of (48)
and (52) in the vicinity of the ferromagnetic point ∆ =
–1, h = 0 has been checked numerically for finite sys-
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tems. The spectrum of low-lying excitations of the s =
1/2 XYZ model in Eq. (52) and of the original model in
Eq. (1) near the ferromagnetic point ∆ = – 1, h = 0 can
be asymptotically exactly described by the spin-wave
theory, which gives

(53)

It can be verified that Eq. (53) yields the exact gap
of the XYZ model [14] for |δ|, h ! 1. The validity of the
spin-wave approximation is quite natural because the
number of magnons forming the ground state is small
in the vicinity of the ferromagnetic point ∆ = – 1, h = 0.

We also note that the gap in Eq. (53) for ∆ ≥ – 1
agrees with the conformal theory result (32) and gives
the preexponential factor for the gap. On the classical
line

Eq. (53) yields the gap m = 1 + ∆, which confirms that

the function  in Eq. (7) gives the exact gap.

A similar mapping of model (1) with an arbitrary
spin s to the XYZ model can be performed for ∆ ≈ –1,
h ! 1. Taking into account that εs = 4s, the correspond-
ing XYZ Hamiltonian is

(54)

where  are spin-s operators.

The leading term of the gap of model (1) with an
arbitrary spin s in the vicinity of the point ∆ = –1, h = 0
is exactly given by the spin-wave theory,

(55)

On the classical line hcl, Eq. (55) gives the correct result
m = 2sδ.

Strictly on the line ∆ = – 1, model (1) reduces to the
isotropic ferromagnet in the staggered magnetic field.
This model is nonintegrable, but it was suggested in [6]
that the system is governed by a c = 1 conformal field
theory up to some critical value h = h0, where the phase
transition of the Kosterlitz–Thouless type occurs.

For h ! 1, where the mapping of (48) to XYZ
model (52) is valid, the line ∆ = – 1 is described by the
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XXZ model and the correlation functions have a power-
law decay,

(56)

We believe that the relation between the indices of x
and y, z correlators on the line ∆ = – 1 is given by (56)
for 0 < h < h0. The scaling dimensions of the operators

, , and  on this line are therefore given by dx =
β/2 and dy = dz = 1/2β.

On the line ∆ = –1, model (1) is gapless for h < h0.
This implies that the magnetic field term is irrelevant
for h < h0 (β(h) > 4) and becomes marginal at h = h0,
where dx = 2 and β(h0) = 4. Therefore, at the point h =
h0, the transition is of the Kosterlitz–Thouless type, and
for h > h0, the mass gap is exponentially small.

In the vicinity of the line ∆ = – 1, the term

in (48) can be considered as a perturbation and the scal-

ing dimension of the perturbation operator  is

Because β(h) ≥ 4 for h < h0, the perturbation is relevant
and leads to the mass gap and the long-range order

(57)

In particular, m ∝  |δ|2/3 and  ~ |δ|1/12 as h  h0.
The function β(h) is generally unknown, except in

the where case h ! 1, the mapping to the XXZ model is
valid, and

But because model (1) is conformally invariant at ∆ =
−1 and h < h0, we can use a finite-size scaling analysis
to determine the exponent β(h) and the value of h0.
According to the standard scaling approach [15],

where v  is the speed of sound and A/N is the difference
between the two lowest energies of the system. We cal-
culated β(h) for finite systems. The extrapolated func-
tion β(h) agrees well with the dependence π/h at h ! 1
and β = 4 at h0 ≈ 0.52. This estimate is close to our
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direct numerical estimates h0 ≈ 0.549. On the other
hand, the mean-field approach gives a rather crude
value

7. CONCLUSIONS
In summary, we have studied the effect of the sym-

metry-breaking transverse magnetic field on the s = 1/2
XXZ chain. Unlike the longitudinal field, the transverse
field generates the staggered magnetization in the y
direction and the gap in the spectrum of the model with
the easy-plane anisotropy. Using conformal invariance,
we have found the critical exponents of the field depen-
dence of the gap and the long-range order. We have
shown that the spectrum of the model is gapped on the
entire h∆ plane except at several critical lines, where
the gap and the long-range order vanish. The behavior
of the gap and the long-range order in the vicinity of the
critical lines ∆ = ±1 is considered on the basis of the
conformal field theory. We note that, in the vicinity of
the points (∆ = 1, h = 0) and (∆ = 1, h = 2), there is a
crossover between different regimes of the behavior of
the system. We have shown that, near the point (∆ = –1,
h = 0), the original model can be mapped to the effec-
tive exactly solvable 1D XYZ model and has the spin-
wave spectrum. The transition line hc(∆) between the
ordered phases and the disordered one is studied in the
mean-field approximation. This study shows that this
transition is similar to that in the Ising model in the
transverse field. But the behavior of the model on the
transition line near the Kosterlitz–Thouless point (∆ =
–1, h = h0) is not so clear. The mean-field approxima-
tion worsens as ∆  –1, and a more sophisticated the-
ory is needed.
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Abstract—A field-theoretic description of the critical behavior of weakly disordered systems with a p-compo-
nent order parameter is given. For systems of an arbitrary dimension in the range from three to four, a renor-
malization group analysis of the effective replica Hamiltonian of the model with an interaction potential without
replica symmetry is given in the two-loop approximation. For the case of the one-step replica symmetry break-
ing, fixed points of the renormalization group equations are found using the Padé–Borel summing technique.
For every value p, the threshold dimensions of the system that separate the regions of different types of critical
behavior are found by analyzing those fixed points. Specific features of the critical behavior determined by the
replica symmetry breaking are described. The results are compared with those obtained by the ε expansion, and
the scope of the method applicability is determined. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

When the renormalization group approach is
applied to describe the critical behavior of disordered
systems with quenched disorder, the method of replicas
[1–3] is used to restore the translation symmetry of the
effective Hamiltonian describing the interaction of fluc-
tuations. However, in the studies [4–6], it was conjec-
tured that the replica symmetry could be broken in sys-
tems with quenched disorder. In [4, 5], the physical
concept of the occurrence of numerous local energy
minima in disordered systems with random transition
temperature was used to give a renormalization group
description of the φ4 model with the interaction poten-
tial characterized by the broken replica symmetry. For
this purpose, the e-expansion technique was used in the
lower order of the theory. For systems in which the
number of components of the order parameter p is less
than four, it was discovered that the breaking of replica
symmetry is the crucial factor in the critical behavior. It
was shown that, for p in the range from one through
four, two modes of system behavior are possible. The
first one determines a nonuniversal critical behavior,
which depends on seed values of the model parameters
and, ultimately, on the concentration of impurities in
the system. The second mode is characterized by the
absence of a stable critical behavior, as also is the most
interesting case of Ising (p =1) systems. Even though
the implications of these studies are very interesting,
the results of a field-theoretic description of certain
homogeneous and disordered systems in the two-loop
and higher order approximations based on the asymp-
totic series summation techniques [7] showed that the
stability analysis of various types of critical behavior
that uses the first-order terms of the e expansion can be
1063-7761/02/9503- $22.00 © 0550
considered only as a coarse estimate, especially for
multivertex statistical models [8]. For this reason, the
results of investigation of the replica symmetry-break-
ing (RSB) effects obtained in [4–6] require revaluation
from the viewpoint of a more accurate approach.

To this end, we proposed in [9, 10], in the frame-
work of the field-theoretic approach, a renormalization
group description of the model of weakly disordered
three- and two-dimensional systems with the fourth-
order interaction potential with respect to the order
parameter fluctuations, which determines the replica
symmetry breaking. An analysis of solutions to the
renormalization group equations carried out in the two-
loop approximation with the sequential application of
the summation technique for Padé–Borel series showed
that the critical behavior of three- and two-dimensional
systems is stable with respect to the relative influence
of the RSB effects, and the former scenario of the
quenched disorder influence on the critical behavior is
realized [11].

However, the scope of the results obtained in [4, 5]
remains unclear. In particular, it is interesting to estab-
lish the threshold dimensions of the disordered system,
dc(p), that separate the domain of influence of RSB
effects from the critical behavior domains in which
these effects are insignificant. It is also interesting to
apply the renormalization group approach to analyze
the behavior of systems with replica symmetry break-
ing in which no stable critical behavior exists and the
strong coupling mode occurs (see [4–6]). A theoretical
analysis of this phenomenon is especially important
from the viewpoint of the possible manifestation of
RSB effects in strongly disordered systems and their
observation in computer models of the critical behavior
2002 MAIK “Nauka/Interperiodica”
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under an impurity concentration exceeding the impu-
rity percolation threshold when extended impurity
structures are formed in the system [12].

This paper is devoted to the consideration of the
above-mentioned problems. For weakly disordered
systems of an arbitrary dimension in the range from
three to four, an analysis of the critical behavior of the
model with an RSB potential is carried out based on the
renormalization group approach in the two-loop
approximation with the use of summation techniques.
Our analysis does not rely on the e-expansion tech-
nique.

2. DEFINITION OF THE MODEL
AND THE CALCULATION PROCEDURE

The model Ginzburg–Landau Hamiltonian, which
describes the behavior of a p-component spin system
with weakly quenched disorder near the critical point
has the form

(1)

where the random phase transition temperature has the
Gaussian distribution δτ(x) with the variance
〈〈 (δτ(x))2〉〉  ~ u, which is determined by a positive con-
stant u and is proportional to the concentration of the
structure defects. The application of the conventional
replica method (see, for example, [6]) makes it possible
to average over the temperature fluctuations δτ(x) and
reduce the problem of the statistical description of a
weakly disordered system to the problem of the statis-
tical description of a homogeneous system with the
effective Hamiltonian

(2)

Here, the index a enumerates replicas (images) of the
original homogeneous component in Hamiltonian (1);
and the additional vertex u, which occurs in the interac-
tion matrix gab = gδab – u, specifies the effective inter-
action of fluctuations of the (n × p)-component order
parameter through the defect field. This statistical
model is thermodynamically equivalent to the original
disordered model in the limit n  0. The subsequent
renormalization group procedure, which statistically
takes into account the contribution of long-wave fluctu-
ations of the order parameter relative to the ground state

H xd 1
2
--- ∇φ i x( )[ ] 2

i 1=

p

∑




d∫=

+
1
2
--- τ δτ x( )–[ ] φi

2 x( )
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p

∑ 1
4
---g φi

2 x( )φj
2 x( )

i j, 1=

p

∑+




,

Hn xdd
1
2
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a x( )[ ] 2 1
2
---τ φi

a x( )[ ] 2
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n

∑
i 1=

p

∑+
a 1=

n

∑
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∑
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1
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a b, 1=

n

∑
i j, 1=

p

∑




.
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of the system with the configuration φ(x) = 0 (at T ≥ Tc),
is performed at the scale of the correlation length,
which turns to infinity at the transition temperature Tc.
This procedure makes it possible to analyze possible
types of critical behavior and conditions of their real-
ization and calculate the critical indexes.

However, it was shown in [4–6] that a macroscopi-
cally large number of spatial regions with φ(x) ≠ 0
appears in the system due to fluctuations of the random
transition temperature at [τ – δτ(x)] < 0. These regions
are separated from the ground state by potential barri-
ers. To describe the statistical properties of systems
with multiple local energy minima, the replica symme-
try-breaking formalism (suggested by Parisi) was used
in [4–6] by analogy with spin glasses [9]. According to
the reasoning presented in [4–6], the statistical calcula-
tion of the contribution of nonperturbation degrees of
freedom associated with the order parameter fluctua-
tions relative to the configurations of the field φ(x) at the
local energy minima results (when the replica proce-
dure is applied for the weak disorder) in the appearance

of additional interactions of the form  in

the effective replica Hamiltonian. Here, the final matrix
gab is no longer replica-symmetric with gab = gδab – u,
but rather has the RSB Parisi replica structure [13].
According to [4–6, 13], the matrix gab with the RSB
structure is parameterized (in the limit n  0) in
terms of its diagonal elements  and the off-diagonal
function g(x), which is defined on the interval 0 < x < 1:
gab  ( , g(x)). Here, operations with the matrices
gab are defined by the rules

(3)

where

(4)

gaba b,∑ φa
2φb

2

g̃

g̃

gab
k g̃k; gk x( )( ),

ĝ2( )ab gacgcb

c 1=

n

∑ c̃; c x( )( ),=

ĝ3( )ab gacgcdgdb d̃; d x( )( ),
c d, 1=

n

∑=

c̃ g̃2 xg2 x( ),d

0

1

∫–=

c x( ) 2 g̃ yg y( )d

0

1

∫– g x( ) y g x( ) g y( )–[ ] 2,d

0

x

∫–=

d̃ c̃g̃ xc x( )g x( ),d

0

1

∫–=
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The replica-symmetric situation corresponds to the
function g(x) = const, which is independent of x.

The renormalization group description of the model
specified by the replica Hamiltonian (2) was carried out
in the framework of the field-theoretic approach in the
two-loop approximation for systems of an arbitrary
dimension in the range from three to four. Possible
types of critical behavior and their stability in the fluc-
tuation domain are determined by the renormalization
group equation for the coefficients of the matrix gab.
They were determined by the conventional method
based on the Feynman diagram technique for the vertex
parts of the irreducible Green’s functions and the renor-
malization procedure. For example, in the two-loop
approximation, the two-point vertex function Γ(2), the

four-point vertex functions , and the two-point

function  with the insertion  have the form

(5)

(6)

(7)

d x( ) g̃ yg y( )d

0

1
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0

1
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0

x

∫
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where the notation

(8)

is used, and the redefinition gab  gab/J is carried out.
The diagram representation of the corresponding con-

tributions to Γ(2), , and  is shown in Fig. 1.

However, the subsequent renormalization procedure
for the vertex functions and the calculation of the β and
γ functions, which determine the renormalization group
transformations for the interaction constants, are diffi-
cult due to the complicated structure of relations (3) and
(4) defining operations with matrices gab. The steplike
structure of the function g(x) established in [4–6]
makes it possible to implement the renormalization
procedure. In this paper, we restrict ourselves to the
consideration of the one-step function g(x):

(9)

where the coordinate of the step 0 ≤ x0 ≤ 1 is an arbi-
trary parameter that does not evolve under scale trans-
formations and remains the same as in the seed function
g0(x). As a result, the renormalization group transfor-
mations of the replica Hamiltonian with RSB are deter-
mined by the three parameters , g0, and g1.

The critical properties of the model can be revealed
by analyzing the coefficients βi( , g0, g1) (i = 1, 2, 3),
γφ( , g0, g1), and ( , g0, g1) of the renormalization

group Callan–Symanzik equation [14]. We obtained the
following expressions for the β and γ functions in the
two-loop approximation in the form of series in the
renormalized parameters , g0, and g1:
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Fig. 1. The diagram representation of contributions to the two-point Γ(2) (a), four-point  (b), and two-point  with the

inclusion  (c) vertex functions in the one- and two-loop approximations with the corresponding weighting coefficients.
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(10)

In order to compare the results of this paper with those
obtained in [4–6], we reversed, by analogy with [4–6],
the signs of the off-diagonal elements in the matrix:
ga ≠ b  –ga ≠ b. As a result, g0 and g1 became positive
definite. The integrals f(d) and h(d) were calculated
numerically for 3 ≤ d < 4.

It is well known that the series used in perturbation
theory are asymptotic, and vertices of the interaction of
the order parameter fluctuations in the fluctuation
domain τ  0 are sufficiently large to directly apply
expressions (10). For this reason, in order to extract the
physical information from those expressions, we use
the generalized (for the three-parameter case) Padé–
Borel method for summing asymptotic series. The
direct and inverse Borel transformations have the form

(11)

β2 –g0 4 2 p+( )g̃g0 2 px0 4–( )g0
2+ +=

+ 2 1 x0–( )pg0g1
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In order to find the analytic continuation of the Borel
image of a function, we use the following series in the
auxiliary variable θ:

(12)

The Padé approximation [L/M] is applied to this series
at the point θ = 1. This technique was successfully used
in [8] to describe the critical behavior of certain sys-
tems characterized by several interaction vertices of the
order parameter fluctuations. The symmetry conserva-
tion property of a system when applying a Padé approx-
imant in the variable θ becomes essential in the descrip-
tion of multivertex models. In this paper, we used the
[2/1] approximant for the calculation of β functions in
the two-loop approximation.

3. CALCULATION RESULTS

It is well known that the nature of the critical behav-
ior is determined by the existence of a stable fixed point
satisfying the system of equations

(13)

By numerically solving system (13) for β functions
found by the Padé–Borel summation technique (for p =
1, 2, and 3), three types of nontrivial fixed points were
found in the physically interesting domain of parame-
ters , ,  ≥ 0 (see Tables 1–3). The first-type

fixed point with  ≠ 0 and  =  = 0 corresponds
to the critical behavior of the homogeneous system; the
second-type fixed point with  ≠ 0 and  =  ≠ 0
corresponds to the critical behavior of the disordered
system with replica symmetry; and the third-type fixed
point with  ≠ 0,  = 0, and  ≠ 0 corresponds to
the critical behavior of the disordered system with
RSB. The values of  and  at the fixed point with
RSB depend on the coordinate of the step x0. Tables 1–

3 present the values of  and  for 0 ≤ x0 ≤ 1 with
the step ∆x0 = 0.1.

The possibility of realizing one or another type of
critical behavior for each p depends on the stability of
the corresponding fixed point. The stability criterion of
a fixed point reduces to a condition that the eigenvalues
λi of the matrix

(14)

belong to the complex right half-plane. An analysis of
λi for every type of fixed point (see Tables 1–3) pro-
vides the following conclusions.
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Table 1.  The values of fixed points and eigenvalues at p = 1

d Type x0 λ1 λ2 λ3

(a) d = 3.0

1 0.1774 0 0 0.6536 –0.1692 –0.1692

2 0.1844 0.0812 0.0812 0.5253 ± 0.0893i 0.2112

3

0.0 0.1844 0 0.0812 0.5253 ± 0.0893i –0.0392

0.1 0.1840 0 0.0829 0.5352 ± 0.0983i –0.0492

0.2 0.1835 0 0.0846 0.5471 ± 0.1067i –0.0599

0.3 0.1830 0 0.0863 0.5607 ± 0.1133i –0.0712

0.4 0.1824 0 0.0880 0.5765 ± 0.1180i –0.0832

0.5 0.1817 0 0.0895 0.5951 ± 0.1203i –0.0959

0.6 0.1810 0 0.0910 0.6172 ± 0.1189i –0.1093

0.7 0.1802 0 0.0924 0.6439 ± 0.1114i –0.1234

0.8 0.1793 0 0.0936 0.6760 ± 0.0921i –0.1381

0.9 0.1784 0 0.0947 0.7135 ± 0.0353i –0.1534

1.0 0.1774 0 0.0957 0.8573 0.6536 –0.1692

(b) d = 3.985

1 0.0917 0 0 0.6315 –0.4163 –0.4163

2 0.1231 0.1090 0.1090 0.6986 ± 0.1311i 0.0022
3 0.0 0.1231 0 0.1090 0.7047 ± 0.1069i –0.0363

(c) d = 3.986

1 0.0916 0 0 0.6318 –0.4165 –0.4165

2 0.1230 0.1092 0.1092 0.6895 ± 0.1453i –0.0076

3 0.0 0.1230 0 0.1092 0.7018 ± 0.0935i –0.0359

g̃* g0* g1*
(i) For the three-dimensional Ising model (p = 1),
the second-type fixed point is stable (Table 1, (a)). The
complex values λ1 and λ2, for positive |λ1|, |λ2|, and λ3,
show that the second-type fixed point, in contrast to the
third-type one, is a stable focus in the parametric space
( , g0, g1), and the renormalization group flows
approach the second-type fixed point in a spiral trajec-
tory. At the threshold dimension dc = 3.986 (see Table 1,
blocks (a) and (b)), the second-type fixed point looses
stability (λ3 changes sign). Since all other fixed points
remain unstable in the entire range of the dimension
variation (3 ≤ d < 4), no critical behavior is realized in
the system at 3.986 ≤ d due to the replica symmetry
breaking. The analysis of the behavior of renormaliza-
tion group flows at 3.986 ≤ d provides the following
results.

(ii) For the three-dimensional XY model (p = 2),
small values of λi (see Table 2, (a)) indicate that the sec-
ond-type replica symmetric fixed point is weakly sta-
ble. However, already for the dimension dc = 3.1 (see
Table 2, (b) and (c)), the third-type fixed point with
RSB effects becomes stable. However, the critical
behavior determined by this point is nonuniversal and
depends on the parameter x0 and, therefore, on the con-
centration of impurities. A stability analysis of the
third-type fixed point reveals that it is stable only in the
interval 0 ≤ x0 ≤ xc(d), where xc is a threshold value of
the parameter, which depends on the dimension of the

g̃
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system. For example, for d = 3.1, xc = 0.1; and, for d =
3.999, xc = 0.3. In the interval xc(d) < x0 < 1, all fixed
points are unstable.

(iii) For the isotropic three-dimensional Heisenberg
model (p = 3), the first-type fixed point becomes stable
(Table 3, (a)), while at the other fixed points the con-
stants  and  take physically senseless negative

values. Only at dc = 3.999 do  and  take physi-
cally meaningful values for the third-type point, and
this point becomes stable in the interval 0 ≤ x0 ≤ 0.4
(Table 3, (b) and (c)). In the interval 0.4 < x0 < 1, all
fixed points are unstable.

Note that, although the calculations indicate the sta-
bility of the impurity replica-symmetric second-type
fixed point for the three-dimensional XY model (p = 2),
there is reason to believe that, in the higher order
approximations (as is the case for disordered systems
considered without taking into account RSB effects
[11]), the first-type fixed point, which corresponds to
the critical behavior of the homogeneous system, will
become stable. On the one hand, this is indicated by the
very weak stability (λ3 = 0.000004) of the second-type
fixed point and by the fact that the threshold value of the
order parameter pc = 2.0114 found in the two-loop
approximation, which separates the critical behavior
domains determined by the first- (p > pc) and second-
type (p < pc) fixed points, is very close to p = 2. This

g0
* g1

*

g0
* g1

*
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Table 2.  The values of fixed points and eigenvalues at p = 2

d Type x0 λ1 λ2 λ3

(a) d = 3.0

1 0.155830 0 0 0.667315 –0.001672 –0.001672

2 0.155831 0.000584 0.000584 0.667312 0.001682 0.000004

3

0.0 0.155831 0 0.000584 0.667313 0.001683 –0.000001

0.1 0.155831 0 0.000614 0.667313 0.001684 –0.000088

0.2 0.155831 0 0.000648 0.667313 0.001685 –0.000186

0.3 0.155831 0 0.000686 0.667313 0.001686 –0.000296

0.4 0.155831 0 0.000729 0.667313 0.001687 –0.000419

0.5 0.155831 0 0.000778 0.667313 0.001687 –0.000559

0.6 0.155831 0 0.000833 0.667313 0.001688 –0.000717

0.7 0.155831 0 0.000896 0.667314 0.001690 –0.000901

0.8 0.155831 0 0.000971 0.667314 0.001692 –0.001116

0.9 0.155831 0 0.001058 0.667315 0.001694 –0.001369

1.0 0.155830 0 0.001163 0.667316 0.001696 –0.001672

(b) d = 3.10

1 0.1499955 0 0 0.689608 –0.009539 –0.009539

2 0.1500170 0.00325 0.00325 0.689535 0.009887 –0.000003

3

0.0 0.1500170 0 0.00325 0.689535 0.009887 0.000109
0.1 0.1500169 0 0.00341 0.689535 0.009899 –0.000401

0.2 0.1500167 0 0.00360 0.689536 0.009926 –0.000961

(c) d = 3.999

1 0.089762 0 0 1.119442 –0.133591 –0.133591

2 0.092307 0.036991 0.036991 1.103421 0.227335 –0.025378

3

0.0 0.092307 0 0.036991 1.103421 0.227335 0.030783
0.1 0.092270 0 0.038723 1.102142 0.235506 0.021563
0.2 0.092205 0 0.040559 1.100913 0.244667 0.011135
0.3 0.092108 0 0.042500 1.099845 0.254810 –0.000648

0.4 0.091970 0 0.044547 1.099106 0.265820 –0.013939

g̃* g0* g1*
explains a very slow variation of the eigenvalues λi of
the stability matrix for the disordered XY model with
the variation of the system dimension (Table 2). On the
other hand, the negative value of the critical heat capac-
ity coefficient α of the XY model also suggests, accord-
ing to the Harris criterion, that the critical behavior of
the model is stable with respect to the influence of the
quenched disorder and, therefore, it can be expected
that pc < 2 in the higher order approximations. For
example, the value pc = 1.912(4) was found in [15] on
the basis of the six-loop approximation with the use of
the pseudo ε expansion and the Padé–Borel–Leroy
summation technique with a thoroughly chosen fitting
parameter.

Because pc is very close to p = 2 for the XY model,
one can expect that the calculations based on higher
order approximations will substantially change the
threshold dimension dc(p = 2), although, for the Ising
and Heisenberg models, the changes of dc(p) should be
small. This assumption is supported by the calculation
of critical indexes for three-dimensional homogeneous
JOURNAL OF EXPERIMENTAL 
models with p = 1, 2, 3 and the disordered Ising model.
We performed these calculations in the two-loop
approximation with the use of the Padé–Borel summa-
tion technique (Table 4). The comparison of these
results with the corresponding indexes reported in [16,
17], where all-time accurate calculations for three-
dimensional models were performed in the six-loop
approximation, shows that the difference in the values
of critical indexes does not exceed 0.02.

The values of the threshold dimensions dc(p), which
separate the domain of critical behavior with RSB
effects dc(p) < p < 4 from the domain where these
effects are inessential, can be considered as threshold
dimensions that restrict the scope of the ε-expansion
method as applied to the three-vertex model of the
weakly disordered system and the corresponding
results reported in [4–6]. Our analysis also shows that
the results of application of the ε-expansion technique
to multivertex statistical models are unreliable indepen-
dently of the approximation order. This is explained by
the competition between different types of fixed points
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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Table 3.  The values of fixed points and eigenvalues at p = 3

d Type x0 λ1 λ2 λ3

(a) d = 3.0

1 0.1383 0 0 0.6814 0.1315 0.1315
2 0.1419 –0.0359 –0.0359 0.6727 –0.0891 –0.1420

3

0.0 0.1419 0 –0.0359 0.6727 –0.0891 –0.0058

0.1 0.1420 0 –0.0382 0.6727 –0.0865 0.0011

0.2 0.1420 0 –0.0408 0.6728 –0.0836 0.0088

(b) d = 3.998

1 0.090189 0 0 1.008004 0.024111 0.024111
2 0.090269 –0.005167 –0.005167 –3.346714 –0.829868 –0.861435

3

0.0 0.090269 0 –0.005167 1.007806 –0.022461 –0.005642

0.1 0.090271 0 –0.005519 1.007803 –0.022334 –0.004451

0.2 0.090273 0 –0.005922 1.007801 –0.022185 –0.003093

(c) d = 3.999

1 0.081989 0 0 1.113633 –0.000820 –0.000820

2 0.081989 0.000171 0.000171 1.113633 0.000822 –0.000228

3

0.0 0.081989 0 0.000171 1.113633 0.000822 0.000228
0.1 0.081989 0 0.000183 1.113633 0.000822 0.000188
0.2 0.081989 0 0.000196 1.113633 0.000823 0.000142
0.3 0.081989 0 0.000212 1.113633 0.000823 0.000088
0.4 0.081989 0 0.000230 1.113633 0.000823 0.000025
0.5 0.081989 0 0.000251 1.113633 0.000823 –0.000050

0.6 0.081989 0 0.000277 1.113633 0.000824 –0.000140

0.7 0.081989 0 0.000309 1.113633 0.000824 –0.000251

0.8 0.081989 0 0.000350 1.113633 0.000825 –0.000391

0.9 0.081989 0 0.000402 1.113633 0.000826 –0.000574

1.0 0.081989 0 0.000473 1.113633 0.000828 –0.000820

g̃* g0* g1*

Table 4.  The values of critical indexes for three-dimensional models at replica-symmetric fixed points (FP)

Model FP η ν γ β α

Ising’s FP1 0.0280 0.637 1.256 0.327 0.088

[16] 0.031(4) 0.630(2) 1.241(2) 0.325(2) 0.110(5)

FP2 0.0283 0.679 1.339 0.349 –0.037

[17] 0.030(3) 0.678(10) 1.330(17) 0.349(5) –0.034(30)

XY FP1 0.0288 0.674 1.328 0.347 –0.022

[16] 0.034(3) 0.669(1) 1.316(1) 0.346(1) –0.007(6)

Heisenberg’s FP1 0.0283 0.706 1.392 0.363 –0.118

[16] 0.034(3) 0.705(1) 1.387(1) 0.364(1) –0.115(9)
in the parametric space of multivertex models, which
usually does not allow one to pass to the limit as
ε  1 without crossing the marginal dimensions 3 ≤
dc < 4 separating the stability domains of different fixed
points.

To reveal the character of the behavior of a disor-
dered system with RSB effects in the domain without
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
stable critical states, we analyzed the phase portrait of
the model based on the system of equations

(15)

which specifies phase trajectories in the space of verti-
ces ( , g0, g1). An analysis shows (see Fig. 2) that, for

r
∂gi

∂r
------- βi g̃ g0 g1, ,( ),=

g̃
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the Ising model with dc = 3.986 at d ≥ 3.986, where
none of the fixed points is stable, the strong coupling
regime with the renormalization group flows deter-
mined by ( , g0, g1)  (∞, 0, 0) is realized if  > .

At the same time, at  < , the flows with ( , g0,
g1)  (0, 0, 0) are realized, which asymptotically
approach the Gauss fixed point (0, 0, 0) and then also
tend to infinity along the axes , g0, and g1. Such a

behavior of the flows at  <  is caused by the close-
ness of the system dimension d to four when the effect
of fluctuations is negligibly small and the Gauss fixed
point becomes an attractor.

4. CONCLUSIONS

The renormalization group analysis of weakly dis-
ordered systems of an arbitrary dimension in the range
from three to four conducted in the two-loop approxi-
mation showed that the critical behavior of three-
dimensional systems is stable with respect to the effect
of the replica symmetry breaking. In systems with a
one-component order parameter, the critical behavior
determined by the structural disorder with a replica-
symmetric fixed point is realized. The presence of weak
disorder does not affect the critical behavior of multi-
component systems, although the proof of this fact for
systems with p = 2 requires calculations with higher
order approximations.

Effects of the replica symmetry breaking manifest
themselves only in disordered systems with the dimen-
sion greater than three, and the threshold dimensions dc

depend on the number of components of the order

g̃ g̃ g̃∗
g̃ g̃∗ g̃

g̃

g̃ g̃∗

FP3 FP2

FP1

g1

~g

g0

Fig. 2. The picture of renormalization group flows in the
parametric space ( , g0, g1) for the Ising model with the
system dimension d = 3.99.

g̃
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parameter p and the value of the parameter x0. The pre-
dicted picture of the influence of replica symmetry
breaking on the critical behavior of disordered systems
with a dimension d > dc qualitatively agrees with the
results reported in [4–6]. The latter results were
obtained on the basis of the e-expansion technique. For
systems with p = 1, RSB effects destroy the stable crit-
ical behavior, and the strong coupling regime is real-
ized; for systems with p = 2 and 3, a domain of nonuni-
versal critical behavior occurs at 0 ≤ x0 ≤ xc(d). For x0
outside this interval, the system exhibits no critical
behavior, as is the case at p = 1.

The values of threshold dimensions dc(p)—dc(p = 1) =
3.986, dc(p = 2) = 3.10, and dc(p = 3) = 3.999—which
separate the domain of critical behavior with RSB
effects dc(p) < d < 4 from the domain where these
effects are insignificant, simultaneously specify the
lower bound of the domain where the results obtained
by ε expansion are applicable to the description of the
model of weakly disordered systems with RSB effects
[4–6]. It is noted that calculations carried out in higher
order approximations of the theory can significantly
change the threshold dimension dc for the XY model.
On the other hand, changes in dc(p) for the Ising and
Heisenberg models are expected to be small, which
leaves the scope of the results obtained by the ε-expan-
sion technique close to dimension four.

As the concentration of defects increases, one can
expect a decrease in the threshold values dc down to
dc ≤ 3 beginning with a certain threshold concentration.
In this case, the influence of replica symmetry-breaking
effects can be significant. Due to specific features of the
manifestation of RSB effects, the concentration ns cor-
responding to the spin percolation threshold can play
the role of the threshold concentration of defects for the
Ising model, so that no stable critical behavior is
observed at n > ns. For the XY and Heisenberg models,
this role can be played by the concentration of defects
corresponding to the impurity percolation threshold
nimp = 1 – ns with a nonuniversal critical behavior for
nimp < n < ns and the absence of a stable critical behavior
at n > ns.
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Abstract—Preliminary results of extensive numerical experiments with a family of simple models specified by
the smooth canonical strongly chaotic 2D map with global virtual invariant curves are presented. We focus on
the statistics of the diffusion rate D of individual trajectories for various fixed values of the model perturbation
parameters K and d. Our previous conjecture on the fractal statistics determined by the critical structure of both
the phase space and the motion is confirmed and studied in some detail. In particular, we find additional char-
acteristics of what we earlier termed the virtual invariant curve diffusion suppression, which is related to a new
very specific type of critical structure. A surprising example of ergodic motion with a “hidden” critical structure
strongly affecting the diffusion rate was also encountered. At a weak perturbation (K ! 1), we discovered a very
peculiar diffusion regime with the diffusion rate D = K2/3 as in the opposite limit of a strong (K @ 1) uncorre-
lated perturbation, but in contrast to the latter, the new regime involves strong correlations and exists for a very
short time only. We have no definite explanation of such a controversial behavior. © 2002 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION: 
VIRTUAL INVARIANT CURVES

In a two-dimensional map (2.1) that we study here,
the diffusion crucially depends on the global invariant
curves (GICs) that cut the 2D phase space of the motion
(a cylinder, see the next section). Even a single such
curve is sufficient to completely block the global diffu-
sion in the action variable along the cylinder. As is well
known by now, the existence of GICs depends not only
on the perturbation strength but also on its smoothness.
It is convenient to characterize the latter by the tempo-
ral Fourier spectrum of the perturbation. For an analyt-
ical perturbation, the Fourier amplitudes decay expo-
nentially fast. In this case, the global diffusion sets up
if the perturbation e * ecr exceeds some critical value.
Otherwise, the chaos remains localized within rela-
tively narrow chaotic layers of nonlinear resonances.
As a result, either the global diffusion is completely
blocked by GICs or the rate of the diffusion and the
measure of its domain decay exponentially in the
parameter 1/e as e  0 (the so-called Arnold diffu-
sion; see, e.g., [1–3] for a general review).

By definition, the Hamiltonian of a smooth system
has the power-law Fourier spectrum with a certain
exponent β + 1 (see, e.g., [4] and references therein). In
this case, the global diffusion is always blocked for
some sufficiently small perturbation strength e < ecr(β)
if the smoothness parameter β > βcr exceeds the critical
value. This is similar to the case of an analytical Hamil-

¶This article was submitted by the authors in English.
1063-7761/02/9503- $22.00 © 20560
tonian except that the critical perturbation now depends
on the Hamiltonian smoothness (ecr(β)  0 as β 
βcr).

To the best of our knowledge, the strongest rigorous
result is that βcr < 4 for a 2D map as in this paper (see
[5]). But a simple physical consideration [4] leads to an
even smaller value βcr = 3, which is still to be confirmed
somehow, theoretically or numerically. In any event,
the smoothness β = 2 of our model here is even less.

Until recently, the behavior of dynamical systems in
the opposite case β < βcr of a poor smoothness remained
rather vague. Even though most of the numerical data
seemed to confirm the simplest behavior of some uni-
versal global diffusion (see, e.g., [6]), several counter-
examples were also observed (see, e.g., [7, 8]).

In these counterexamples, some trajectories
remained within a certain restricted part of the phase
space for a sufficiently long computation time. No clear
explanation of these strange events has yet been given.

Meanwhile, about 20 years ago (!) a number of
mathematical studies revealed various possibilities for
the existence of GICs in smooth systems with β < βcr
(see, e.g., [8–10]). To us, the most comprehensive anal-
ysis of this problem was given by Bullett [9], who rig-
orously proved a strange survival of infinitely many
GICs amid a strong local chaos. Surprisingly, all these
interesting results remain essentially unknown, at least
to physicists. Apparently, this is because the above
mathematical papers were restricted (perforce!) to what
could be done rigorously, that is, to the invariant curves
002 MAIK “Nauka/Interperiodica”
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only, without any attempt to analyze very interesting
and important transport processes such as diffusion.
This is still within reach of physical analysis and
numerical (or laboratory) experiments only. As a result,
only after the recent accidental rediscovery of GICs in
chaos by Ovsyannikov [11] (which is still unpublished;
see [12, 13] for the full text of Ovsyannikov’s theorem)
have intense physical studies of this interesting phe-
nomenon begun [12–16].

Interestingly, the authors of both [9] and [11] used
exactly the same model, in which a strange locked-in
trajectory was observed much earlier [7]. Apparently,
this is because this model (a particular case of our
model with the parameter d = 1/2; see Section 2) is the
simplest one possessing those curious GICs (see [15]
for discussion). Perhaps the main surprise was that the
GICs include the separatrices of nonlinear resonances,
which have always been considered as ones destroyed
first by almost any perturbation. The principal differ-
ence is that the invariant curves, separatrices including,
now exist for special values of the system parameters
only (e.g., K = Km).

Although there are infinitely many such special val-
ues of the parameter and infinitely many GICs such that
a single GIG completely blocks the global diffusion for
each of the parameter values, the probability of global
diffusion (that is, the measure of such K values) is
apparently zero. Therefore, a principal question to be
answered is: What would be the behavior of that system
for an arbitrary value of K? In [16], we conjectured that,
even though the set of Km is not everywhere dense [9]
in general, the density of this set is rather high, and we
can therefore expect some change (presumably sup-
pression) of the diffusion for every K value compared to
the “usual” (familiar) dynamical system. In other
words, we hypothesized that the structure of the phase
space and of the motion therein can be changed by the
formation of GIG at a close K value even if no GICs
occur for almost all K. This is why we now call such a
neighbor-K invariant curve the virtual one (VIC) with
respect to any K [16].

Preliminary numerical experiments presented in
[16] did confirm our conjecture. These experiments
were done by the prompt computation of the average
diffusion rate D(K) as a function of the parameter K in
the domain with GICs, real or virtual ones. The experi-
ments revealed a very strong suppression of the diffu-
sion, up to many orders of magnitude, restricted only by
the computation time. But even more interestingly, a
very complicated (apparently fractal) structure of the
dependence D(K) was revealed. This seems to be a
result of a very complicated structure of the model
phase space itself. Preliminarily, it looks like the so-
called critical structure (see, e.g., [4]), but a rather spe-
cific one due to a forest of VICs.

In the present paper, we begin the study of this
seemingly new type of the critical structure. Specifi-
cally, we start with the investigation of the statistical
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
properties of diffusion as one of the characteristic pro-
cesses in chaotic motion.

2. MODEL: THE SAME AGAIN

For the reader’s convenience, we here repeat the
description of the model in [15, 16]. In the canonical
variables given by the action (momentum) p and the
phase x, the model is specified by the map

(2.1)

where K = ε > 0 is the perturbation strength (not neces-
sarily weak) and the “force” f (x) is the antisymmetric
piecewise linear “saw” of period 1 (f(–y) = –f(y), y = x –
1/2). The phase space of the model is the cylinder 0 <
x < 1, –∞ < p < +∞.

As in [15, 16], we actually consider a family of
maps with another parameter d (see Fig. 1 in [15]) and
the force

(2.2)

where y = x – 1/2 and the second parameter d (0 ≤ d ≤
1) is the distance between the two “teeth” of the saw
| f(x) | = 1 at the points y = y± = ±d/2. The most studied
particular case of the family corresponds to d = 1/2,

p p K f x( ), x+ x p mod 1,+= =

f x( )

2x
1 d–
------------, x

1 d–
2

------------≤

2y
d

------, y
d
2
---,≤–
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1
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10–2 10–1 1 10 102 103

τ

Fig. 1. The diffusion relaxation D*(τ) = D(τ)/D∞  1 in
model (2.2) with the parameter d = 0 (without invariant
curves) is presented as a function of the dimensionless time
τ [Eq. (3.5)] for the two values K = 0.01 (circles) and K =
3 × 10–5 (crosses). Two smooth solid lines show empirical
relation (3.5) with two fitting parameters c = 1 and γ = 4.
Dashed lines are variances the VM(τ) in Eq. (3.2), and dotted
lines show the variances VN(τ) in Eq. (3.8). In the lower
part, the scaling in Eq. (3.6) is presented reduced by the fac-
tor 10 to avoid overlapping with other data. The full volume
of empirical data is J = M × N = 104 × 10 = 105.
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where the saw f(x) with two teeth is symmetric. In the
limit d = 0, the two teeth merge into one and all the
invariant curves are destroyed. This was observed and
explained in [15] for K > 0. In the opposite case, where
K < 0 (which is equivalent to K > 0, d = 1), the dynamics
of the model is completely different, and we do not con-
sider it in this paper (see [15] for a brief discussion). In
our 2D map (2.1), the GIC supports rotation of the
phase x around the cylinder, which bars any motion in
p over GICs. In contrast to this, a local invariant curve
(LIC) surrounding, e.g., the domain of regular motion
(see [4] and Section 5 below) corresponds to oscillation
in the phase x, which allows other trajectories to bypass
that obstacle.

The GICs, separatrices including, exist in the entire
interval 0 < d < 1, but for special K values only [9, 15,
16]. In particular, the invariant curves are completely
absent [9] for sufficiently large parameter values

(2.3)

If K @ KB (see below), the physical quantity of main
interest to us, the diffusion rate D, can be approxi-
mately calculated from the Fourier expansion of force
(2.2) (see [16] for details)

(2.4)

where

(2.5)

In particular, in the limit d = 0,

(2.6)

the smoothness parameter β becomes less by one but
both values are less than the critical one βcr = 3.

The diffusion rate and other quantities are calculated
using the standard analysis of nonlinear resonances and
their interaction (overlap) (see, e.g., [1–3, 16]). The cal-
culation is especially simple if we neglect the variation
of the coefficients | fn | ≈ const in (2.4). This simplifica-
tion is exact for d = 0 [see (2.6)] and remains reason-
ably accurate [16] for

(2.7)

The diffusion rate is then approximately given by a very
simple standard relation

(2.8)

where t is the motion time in map iterations and the
parameter K ! 1 is assumed to be sufficiently small.
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The latter expression in (2.8), which we use below, is
the result of extensive numerical experiments in [6],
also confirmed in [16] for K & 0.1 (see [16] and Sec-
tion 3).

We note that the dependence D(K) ∝  K5/2 is different
from the usual, or, better to say, the simplest, one
D(K) ∝  K2. This is explained by the dynamical correla-
tion of motion that is determined by the frequency of
the phase oscillation on nonlinear resonances,

(2.9)

where Λn stands for the Lyapunov exponent charateriz-
ing the local exponential instability of the motion,
which is the main criterion for dynamical chaos. We
note that for β = 1, both Ωn and Λn are independent of
the Fourier harmonic number n. The exact value of the
Lyapunov exponent in the limit d = 0 is given by

(2.10)

The latter expression is the approximation for small K
[cf. Eq. (2.9)], which is sufficiently good within the
region of Eq. (2.8) (K & 0.1) with the accuracy of ~1%.
Because the time is discrete in our model (the number
of the map iterations), both correlation characteristics,
Eqs. (2.9) and (2.10), must be small, which implies the
above restriction on the parameter K.

In the opposite limit K @ 1, the correlation between
successive x values is negligible, and we arrive at the
“usual” relation for the diffusion rate,

(2.11)

which is independent of the parameter d. In the inter-
mediate region (K ~ 1), the correlation causes a decay-
ing oscillation (see [6]), which is beyond the scope of
the present paper.

3. DIFFUSION WITHOUT ANY INVARIANT 
CURVES: AVERAGES AND MOMENTS

As mentioned above, there are no invariant curves
for d = 0. Moreover, the motion is ergodic, which
implies the simplest structure of the phase space (cf.
Section 4 below). Therefore, this particular case is not
of the main interest to us by itself. It is nevertheless a
good introduction to our central problem considered in
Section 6 below. A similar approach was taken in our
previous paper [16].

We first consider the time dependence of the diffu-
sion rate D(K; t). The semicolon instead of the usual
comma is intended to emphasize that this time depen-
dence is not a real physical contribution to the diffusion
but rather a combination of two different processes: the
proper diffusion via accumulation of random perturba-

Ωn

2πK f n

nβ 1–
----------------- 2 K Λn K( ) ! 1,≈ ≈=
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tion effects and a stationary regular oscillation of the
diffusing variable (p in our case), which is a certain type
of background for the diffusion. This phenomenon can
be roughly represented by the simple relation

(3.1)

where B(K) is some function of the perturbation (see,
e.g., [16] and Eq. (3.5) below). In other words, in many
cases, the present studies including, the nondiffusing
stationary part can be separated from the diffusing part,
thereby considerably simplifying the analysis of this
complicated process. All this can be described, of
course, via the standard method of the correlation of
perturbation. But this would lead to much more intri-
cate theoretical relations and, in addition, to much less
information on the diffusion dynamics (see, e.g., [6]).

An example of the diffusion kinetics is presented in
Fig. 1. The computation was done as follows. The num-
ber of trajectories M @ 1 with random initial conditions
homogeneously distributed within the unit area of the
phase cylinder (0 ≤ x0 < 1, 0 ≤ p0 < 1) were run for a suf-
ficiently long time with successive outputs at certain
intermediate moments of time t as shown in Fig. 1. We
recall that t is measured in the number of the map iter-
ations. Each output includes the diffusion rate (D),
averaged over all M trajectories and the dimensionless
variance

(3.2)

For the Gaussian distribution of the action p, this vari-
ance must be equal to unity. This is indeed the case for
a sufficiently long motion time when the measured dif-
fusion rate reaches its asymptotic value D∞ in Eq. (3.1).
A quite different dependence VM(t) for the previous
smaller time is not surprising (nor is it very interesting)
because D(t) then depends on a completely different
physical process that must be passed over.

A real surprise was the very beginning of the diffu-
sion, the plateau in Fig. 1. This looks like a real diffu-
sion unlike the following part of the stationary oscilla-
tion. Moreover, the diffusion rate D0 = K2/3 on the pla-
teau is the maximum one, Eq. (2.11), as for K @ 1.
Another interesting observation is the duration of this
strange diffusion,

(3.3)

which is close to the inverse Lyapunov exponent, the
rise time of the local exponential instability of the
underlying chaotic motion. The last but not the least
curious property is the fast increase in variance (3.2),

(3.4)
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as shown in Fig. 1. This is qualitatively different from
the behavior of the same diffusion rate for K @ 1 with
the usual variance VM ≈ 1. The dynamical mechanism
of this strange transitional diffusion is not completely
clear and requires further studies. Apparently, it is
somehow related to the main correlation (2.9) on
dynamical scale (3.3). Although the initial “diffusion”
is relatively fast, it lasts for only a short time, and the
relative change of the initial distribution of trajectories

is therefore negligible for K ! 1 unless the initial dis-
tribution |∆p|0 & K3/4 is very narrow. But in the latter
case, the dependence D(t) is very sensitive to the form
of the initial distribution in p, as several of our prelimi-
nary numerical experiments reveal. The variance of
D(t) is especially strong for small t ~ t0 in the region of
that mysterious plateau but eventually decays as t 
∞, with the diffusion approaching its limit value D∞.
Apparently, this is related to a complicated fine struc-
ture of the phase space and/or of the motion correla-
tions. This interesting question certainly deserves fur-
ther studies, but in the present paper, we consider the
simplest, homogeneous, distribution of the trajectory
initial conditions on the phase cylinder.

In this particular case, a very simple and surpris-
ingly accurate empirical relation for the diffusion time
dependence has been found starting from the qualita-
tive picture in (3.1). It is given by

(3.5)

where τ is the dimensionless time with an empirical fit-
ting parameter c that is very close to one. The second
empirical parameter γ ≈ 4 is less definite, but it affects
the turn of the dependence D(t) at τ ≈ 1 only. This relax-
ation of the diffusion rate has two time scales: the pla-
teau

and the relaxation

which is much longer. Interestingly, the usual diffusion
spreading of a very narrow initial p distribution on the
relaxation time scale

is exactly equal to the spreading on the plateau. Hence,
the full relaxation spreading is twice as large, which is
also directly seen from empirical relation (3.5),
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and which is still much less than the unit p period.

In Fig. 1, empirical relation (3.5) is presented and
compared with the numerical data in the dimensionless
variables τ and D* = D/D∞, where D∞ is the asymptotic
(“true”) diffusion rate (2.8). In these variables, the
curves with various K values are similar and converge
in the limit as τ  ∞.

Another interesting scaling can be done as follows.
We calculate the diffusion rate D∞(D(τ)) = Dth from
Eq. (3.5) and plot its ratio to the true rate in Eq. (2.8),

(3.6)

Then, within the accuracy of scaling (3.5) and of fluc-
tuations, this ratio must always be close to unity. This is
indeed the case except on the plateau (t & t0), where the
rate D(τ) is almost independent of τ (see Fig. 1). The
next important statistical property consists in fluctua-
tions of the diffusion rate. One characteristic of these
fluctuations is the dispersion of trajectories, which is
characterized by the variance in Eq. (3.2). If all the tra-
jectories were statistically independent, the dispersion
of the mean diffusion rate would be

(3.7)

By construction, the trajectories are indeed indepen-
dent with respect to their initial conditions but not nec-
essarily with respect to the corresponding diffusion
rate. To verify this, we repeated the computation of the
diffusion N times with new and independent initial con-
ditions and then calculated the second (new) dimen-
sionless variance for the average diffusion rate,

(3.8)

Again, if Eq. (3.7) is valid, the variance VN must be
close to one.

The time dependence of both variances, VM(t) and
VN(t), is shown in Fig. 1. Remarkably, their behavior is
qualitatively different. The first variance VM(t) depends
on the distribution function of p in the ensemble of tra-
jectories, while the second variance VN(t) is affected by
the statistical dependence (or independence) among
trajectories for any distribution function. The results of
our numerical experiments presented in Fig. 1 clearly
demonstrate that the distribution in p quickly deviates
from the Gaussian one during the diffusion on the pla-
teau and returns only in the limit as t  ∞, when the
diffusion rate D  D∞ approaches the asymptotic
value without any nondiffusing part. Unlike this, the
trajectories remain statistically independent during the
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entire process of the diffusion relaxation. We return to
this interesting point in Section 7.

We now consider the most informative statistical
characteristic, the distribution function f(D) of the dif-
fusion rate.

4. DIFFUSION WITHOUT INVARIANT CURVES: 
THE DISTRIBUTION FUNCTION

In the main part of our paper (Section 6), we are pri-
marily interested in the distribution tail D  0 of a
very low diffusion rate. The shape of this tail is known
to be an important characteristic of the critical structure
of the motion (see, e.g., [4]). The first indications of
such a structure in the presence of virtual invariant
curves were observed in [16]. Here, we continue these
studies.

Because the statistics of the far tail are always rather
poor, we follow [16] in using a special version of the
integral distribution

(4.1)

the so-called “rank-ordering statistics of extreme
events” (see, e.g., [17]). The following simple ordering
of the D(j) values (events) of the diffusion rate is suffi-
cient for this: D(j + 1) > D(j), j = 1, 2, …, J. The integral
probability is then approximately given by the ratio j/J,
as shown in Eq. (4.1).

In computation, we typically ran M trajectories N
times (see Section 3), and the maximum number of
events therefore reached J = M × N = 104 × 10 = 105. To
obtain the lowest possible D values and simultaneously
minimize a rather big output, we ordered all the com-
puted events but printed only J0 of those, with J0 ! J,
such that some (the smallest) Dj were obtained first,
while the rest were printed on a logarithmic scale. An
example of such a distribution is presented in Fig. 2 for
K = 0.001 in the variables D* = D/〈D〉  and F(D*) = j/J,
where 〈D〉  is some average diffusion rate (see below).
The upper distribution corresponds to a rather long
motion time t = 104 @ 1/K, with the mean diffusion rate
already very close to the limit D∞. For the lower distri-
bution, t = 10 is very short and corresponds to the pla-
teau.

At least in the former case, where the p distribution
is Gaussian (see Section 3), the distribution

(4.2)

is the so-called Pearson Γ distribution with the two
moments

(4.3)
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Fig. 2. The distribution function F [Eq. (4.1)] of the reduced diffusion rate D* [Eq. (4.5)] in model (2.2) without invariant curves
(d = 0). The thick dashed straight line represents asymptotic behavior (4.6) of the integrated D distribution (4.2) for the Gaussian
p statistics. Two lower wiggly lines correspond to large deviations from the Gaussian statistics: D∗  = 42 (K = 10–3) and 461 (K =

3 × 10–5) (see insert). A group of ten D distributions in a large interval (10 ≤ D∗  ≤ 461) are brought together using empirical relation

(4.9). Insert: the shift factor RD vs. the deviation D∗  [Eq. (4.8)] for K = 10–3 (circles) and 3 × 10–5 (crosses); the straight line is
empirical relation (4.7).
which are the mean and the variance, respectively. For
the Gaussian p distribution, the reduced variance in
Eq. (3.2) becomes VM = 1, and therefore,

(4.4)

and λ = 1/2 is independent of α. Moreover, if we intro-
duce the dimensionless diffusion rate

(4.5)

with the average 〈D*〉  = 1, we also obtain from Eq. (4.3)
that α = λ = 1/2. The new distribution then becomes

and

(4.6)

where the latter expression gives the asymptotic behav-
ior as D*  0 that we need. This asymptotic form is
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in very good agreement with the empirical data in
Fig. 2 even at D* ≈ 0.1 (!). For very small D*, the accu-
racy of the agreement is limited by the fluctuations
caused by several remaining points. The smallest value

D* = 8.3 × 10–11 corresponds to the estimate  ~
1/J2 = 10–10.

Because the distribution f(D*) in (4.6) is also Gaus-

sian in , the integral F(D*) admits a very simple
approximation found in [18],

(4.6a)

The relative accuracy |∆F/F| < 0.05 of this approxima-
tion is better than 5% in the entire range of F. Actually,
the accuracy is even much better except in a narrow
interval at D* ~ 1/2.

Thus, the upper distribution in Fig. 2, which
describes the real diffusion at a sufficiently long motion
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time, is in a good agreement with the available theory.
This is no longer the case for the lower distribution on
the plateau. In itself, this is not a surprise, because, con-
trary to the previous case, the measured diffusion rate is
mainly determined by nondiffusive processes. But a
very interesting feature of this nondiffusive distribution
is that the exponent of the power-law tail remains
exactly the same as if the p distribution were a Gaussian
one. The simplest explanation, quite plausible to us, is
that the far tail still represents a distribution that is a
part of the entire distribution according to our original
picture expressed by estimate (3.1). One immediate
inference is then the decrease in the tail probability if
we use the same variable D* = D/D∞. This is indeed the
case according to the data in Fig. 2!

A more difficult problem is the quantitative estimate
of the distribution shift for the motion time t & 1/K with
the ratio 〈D*〉  = 〈D(t)〉/D∞ > 1. This shift can be charac-
terized either via the probability decrease by RF times
for a fixed D* or via the increase in D* itself by RD

times for a fixed probability. We note that RD =  on
the tail because of the square-root dependence in
Eq. (4.6). The characteristic RD seems more preferable
to us because it describes the shift not only of the tail
but also (qualitatively) of the entire distribution F(D*).

Having analyzed the data, we found the empirical
relation for the tail shift,

(4.7)

where the new diffusion ratio is

(4.8)

and the fitted exponent is a = 0.45.

The philosophy behind this relation is as follows.
We start with our original picture of a combined diffu-
sive/nondiffusive process described by Eq. (3.1), which
is almost our final choice (4.8). But at the beginning, we
seemed to improve the original relation by including
our surprising discovery, the plateau. Specifically, we
tried to use Eq. (3.5), which is in good agreement with
the empirical data, for the dependence D(t) (see Fig. 1).
We also found that it partly describes the distribution
F(D), except on that mysterious plateau! Our final step
was then to return from (3.5) to a version of (3.1) in
form (4.8).

Although it may have seemed strange, this did work
with a reasonable accuracy, as the inset in Fig. 2 dem-
onstrates. The question “why?” is still to be answered
in further studies. This is actually a serious general
problem of the dynamical mechanism underlying the
plateau formation and statistics.

Our empirical relation (4.7) can be represented dif-
ferently. Namely, instead of describing the actual distri-

RF
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a ,≈

D* τ( )
D0

τD∞
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bution tail shifted with respect to the asymptotic form
in Eq. (4.6), we can introduce the scaled diffusion rate

which implies that

(4.9)

The result is shown in Fig. 2 as a beam of ten scaled dis-
tributions scattered around asymptotic line (4.6).

5. DIFFUSION AMID VIRTUAL INVARIANT 
CURVES: THE LYAPUNOV EXPONENTS

In the previous sections, we considered a very par-
ticular and simplest limiting case of our model (2.2)
with the parameter d = 0. In this case, the motion is
ergodic [6], which greatly simplifies the problem under
consideration. Nevertheless, we obtained a number of
new results that form a firm foundation for further stud-
ies.

The most important new feature of the motion for
d > 0 is the so-called divided phase space of the system,
that is, a mixture of both chaotic and regular compo-
nents of the motion. This is a typical structure of
dynamical systems with several degrees of freedom
(see, e.g., [4]).

First of all, we must eliminate the regular trajecto-
ries from further analysis of the diffusion statistics. The
standard well-known method to achieve this consists in
simultaneously computing for each trajectory the so-
called Lyapunov exponent Λ, which is the rate of the
local exponential instability of the motion (see, e.g., [1–
3] and references therein). A two-dimensional canoni-
cal (Hamiltonian) map such as our model (2.2) involves
two Lyapunov exponents whose sum is always zero,
Λ1 + Λ2 = 0. For a chaotic trajectory, one exponent, e.g.,
Λ1 = Λ+ > 0, is positive and the other is negative, Λ2 =
Λ– < 0. As a result, in accordance with the standard def-
inition of the Lyapunov exponent in the limit as t 
∞, any tangent vector (dx, dp) of the linearized motion
approaches the eigenvector corresponding to Λ+ > 0.

A simple well-known procedure for computing Λ+
that we also use in the present work is as follows. For
each of M trajectories with random initial conditions x0
and p0, we chose the tangent vector (dx, dp) of a random
direction and the unit modulus, dρ2 = dx2 + dp2 = 1.
Both maps, the main one and the one linearized with
respect to the main reference trajectory x(t, x0, p0),
p(t, x0, p0), were then run simultaneously during some
time t. The current Λ(t) was finally calculated from the
standard relation

(5.1)
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where the brackets denote averaging over M trajecto-
ries. In contrast to the formal mathematical definition
of Λ in the limit as t  ∞, the Lyapunov exponent
Λ(t) is always time-dependent, perforce, in numerical
experiments.

In Fig. 3, several typical examples of the Λ distribu-
tion are depicted for the number of events in (4.1) J =
M equal to that of trajectories and with a smaller num-
ber of printed points J0 = M' ≤ M except in the case
where d = 0. The simplest distribution is for the ergodic
motion (d = 0). It has the form of an almost vertical
step, whose derivative dF/dΛ ~ 104 is a very narrow
δ function. We note that the regular chain of points
along the F axis has no special physical meaning but
simply reflects a particular type of distribution
accepted, F(Λj) = j/J with integer j [see (4.1)]. The
mean value of Λ depends only on K [see Eq. (2.10)] but
not on the initial conditions. This example in Fig. 3
shows the empirical/theoretical ratio, which is very
close to unity, as expected.

The other two examples correspond to the same val-
ues K = 0.45 and M = 104 but different motion times t =
104 and 105 iterations. Both distributions have the same
step at the largest Λ, which corresponds to diffusive
components (not necessarily a single one) of the
motion, similarly to the ergodic case. But the most
interesting part is the rest of the distribution, which rep-
resents a rich motion structure, contrary to a dull one in
the ergodic motion.

The largest (but not the most interesting) part of this
structure is related to the steep distribution cutoff at
small Λ. Comparison of the two distributions for differ-
ent motion times t = 104 and 105 shows that, in this
region, the Λ values of the trajectories decrease with
increasing time approximately as Λ ~ 1/t. This means
that all these trajectories are regular [see Eq. (5.1)]
because the tangent vector ρ does not grow. The relative
number of such trajectories gives the total area of regu-
lar motion on the phase cylinder of the system. In the
example under consideration, it is given by Areg =
3177/10 000 ≈ 0.318 (t = 105). Generally, this value
depends on a particular choice of the cutoff border (see
the arrow in Fig. 3). This delicate experimental problem
is considerably mitigated by a fortunate feature of the Λ
distribution in our model, namely, the occurrence of a
relatively wide plateau of F(Λ) immediately above the
cutoff with only several trajectories on it. But the statis-
tical accuracy

(5.2)

is typically much worse and can be improved by
increasing the number of trajectories (and the computa-
tion time) only.

Another interesting feature of the Λ distribution in
our model is a characteristic “fork” shape of the cutoff.
This is a result of negative Λ for many regular trajecto-

∆Areg

Areg
------------- MAreg( ) 1/2–≈
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ries. Such a peculiar representation is obtained by
ordering Λ(t) values with their signs but plotting the
moduli |Λ(t) | only. The lower prong of the fork there-
fore corresponds to Λ(t) < 0, while Λ(t) > 0 on the upper
one. This is because of the complex-conjugate
Lyapunov exponents, resulting in a strictly bounded
oscillation of the tangent vector (dx, dp) in this case.
However, the area A± [see Eq. (5.4) in what follows] is
noticeably smaller than the total area of regular
domains Areg, A± ≈ 0.20 < Areg ≈ 0.318. The rest is filled
with trajectories that are also regular but linearly
unstable.

This implies the linear growth of the tangent vector
in time, ρ(t) ~ t, such that Λ(t)  0 remains positive
but vanishes in the limit as t  ∞. This is the so-called
marginal local instability with both Λ± = 0 equal zero
(see [19] for a discussion). A curious point is that this
seemingly exceptional case becomes the typical one in
a nonlinear oscillator system because oscillation fre-
quencies depend on the trajectory initial conditions. In
fact, the bounded ρ oscillation producing negative Λ(t)
is the exceptional case. The origin of this peculiarity is
in a piecewise linear force in our model (2.2). As a
result, the motion in the main (and, for large K, the big-
gest) regular domain around the fixed point x = 1/2,
p = 0 is precisely the harmonic oscillation with the fre-
quency (for K < d)

(5.3)Ω 1 K
d
----– 

 arccos 1.47,≈=

0.2

0

F

|Λ|

0.4

0.6

0.8

1.0

10–6 10–4 10–2 110–8

ORDER

CHAOS

Fig. 3. Examples of the distribution function F(Λ) of type
(4.1) with the Lyapunov exponent in model (2.2) for d = 0,
M = M' = 80, t = 104 (the rightmost step F(Λ), ergodic
motion) and for d = 1/2, M = 104, M' = 1000, t = 104, 105

(nonergodic motion); in all cases, K = 0.45. The horizontal
line indicates the total share Areg ≈ 0.318 of the motion reg-

ular components. The arrow at Λ = 10–4 shows the lower
border of chaotic trajectories chosen for further analysis
(for t = 105).
SICS      Vol. 95      No. 3      2002



568 CHIRIKOV, VECHESLAVOV
which remains the same in the entire regular domain of
the area

(5.4)

Here, y± = x± – 0.5 = ±d/2 is the position of two singu-
larities of the force (see Eq. (2.2) and below) that
restrict the size of the regular domain surrounded by the
limiting ellipse to which both lines of the singularity
y± = d/2 = 0.25 are tangent. This ellipse is determined
by the initial conditions

(5.5)

All the numerical values above correspond to K = 0.45
and d = 1/2. Within the ellipse, the motion of the tan-
gent vector obeys the same equation as the main
motion, the only difference being an arbitrary length ρ
of the tangent vector (for details, see [3] and references
therein).

Returning to Fig. 3, we note that the measured area
A± decreases as the motion time increases. This is
explained by the penetration of trajectories into a very

A±
2πK

d
-----------y±

2 1 K
2d
------– 

  0.20.≈=

p0 0, x0 0.5 y± 1 K
2d
------– 

  0.5 0.185.±≈+= =

10–2

0.310–3

10–1

100

0.4

0.5

0.45

0.09

10–4

10–12 10–10 10–8 10–6 10–4 10–2 100 102 104

D*

F

Fig. 4. Three characteristic examples of the diffusion statis-
tics in the critical structure including virtual invariant
curves (d = 1/2). Shown are the integral distributions F
[Eq. (4.1)] of the normalized diffusion rate D* = D/Dnorm.
The numbers at the curves are the critical diffusion expo-
nents cm. The largest one c0 = 0.5 corresponds to the ergodic
motion (d = 0) without any critical structure (the dashed
curve). Two straight lines show the averaged (c1 = 0.3) and

local (  = 0.4) critical exponents for K = 0.45 (the solid

line connecting 500 values of F(D*)). The distribution
for K = 0.335 with two local critical exponents (c2 = 0.09

and  = 0.45) is represented by 300 points shifted to the

right to avoid overlapping with the other two distributions.
The third distribution (a solid line through 1000 points, K =
0.3294) is surprisingly close to that in the ergodic case
(dashed line). In all three examples, M = 104, t = 105. 

c1'

c2'
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complicated critical structure at the chaos border sur-
rounding each regular domain (for details, see, e.g.,
[4]). For the same reason, the direct measurement of the
entire regular region Areg ≈ 0.40 by a single chaotic tra-
jectory for 109 iterations gives a noticeably larger value
compared to Areg ≈ 0.318 obtained from 104 trajectories
with 105 iterations each.

With all the curiosity of the Λ(t) distribution being
in regular components of the motion, our main interest
in the present study is in the intermediate region
between the regular cutoff at smallest Λ(t)  0 and
the chaotic step at maximum Λ independent of t. In this
region, the distribution is also independent of the
motion time and characterizes the proper critical struc-
ture of the chaotic motion. In the example in Fig. 3, this
structure is represented by a relatively small probability
step ∆F ≈ 0.06 at Λ ≈ 0.03. Several other examples are
also considered in the next section.

6. DIFFUSION AMID VIRTUAL INVARIANT 
CURVES: THE CRITICAL STATISTICS

In Fig. 4, we present three characteristic examples
of the effect of the critical structure on the diffusion sta-
tistics. The dashed curve shows the “unperturbed” dis-
tribution F(D*) of the normalized diffusion rate D* =
D/Dnorm [see Eq. (4.1)], with the normalizing rate Dnorm
to be chosen in each particular case (see below). The
term “unperturbed” refers to the ergodic case d = 0
without any invariant curves and critical structure (see
Section 4; the problem of the critical structure in this
case is not as simple as it may seem; see below and Sec-
tion 7). The normalizing rate Dnorm = D∞ is then the true
asymptotic diffusion rate (4.5).

We are now interested in the effect of the critical
structure that typically arises in a nonergodic motion
with its barriers for the chaos, or chaos borders. The lat-
ter are a particular, and a very important, case of an
invariant curve transformed into itself under the
dynamics of the system. As discussed in Section 1,
there are several different types of invariant curves.

One is the well-studied and rather familiar chaos
border surrounding any domain with regular motion. In
this paper, we call it the local invariant curve (LIC); it
does not block the global diffusion around such a
domain. An important property of a LIC is the robust-
ness, which means that a small change of the system,
e.g., of the parameter K or d, cannot destroy the LIC but
can only deform it slightly. This implies that LICs are
always present in any divided phase space.

Here, we are mainly interested in invariant curves of
a different type, the global invariant curves. Each GIG
cuts the entire phase-space cylinder (x mod 1) of our
model and therefore completely prevents global diffu-
sion in p. Such invariant curves are less known, espe-
cially the most surprising of them, the separatrix of a
nonlinear resonance. But those GICs are not robust in
the model under consideration (see [9]), being
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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destroyed by almost any arbitrarily small perturbation
of the system, in particular by a change of even a single
one of its parameters. In other words, such GICs exist
only for special values, e.g., K = Km. Although there are
typically infinitely many such special values, the prob-
ability of finding a GIG in a randomly chosen system is
zero. This is why we are interested in a more generic
situation where our model has no GICs at all. But the
effect of those still persists in a certain domain around
each Km! For this reason, we call such GICs virtual
invariant curves (VICs) in analogy with other virtual
quantities in physics, e.g., virtual energy levels in quan-
tum mechanics. We note that unlike a GIG, a VIC is
robust and, hence, generic.

Both LICs and GICs produce the so-called critical
structure of motion (see, e.g., [4]), which is typically
characterized by a power-law distribution of principal
quantities. The corresponding exponents cn are called
critical exponents. Their values are shown in Fig. 4 at
the related distributions. We note that the opposite is
generally not true; that is, a particular power law does
not necessarily indicate any critical structure. In our
model, this is the case for the ergodic motion where the
diffusion rate distribution is also characterized by an
asymptotic (D  0) power law with the exponent
c0 = 0.5 (see above and Section 7). An important differ-
ence between ergodic and nonergodic dynamics, how-
ever, is that, in the latter case, all the critical exponents
cn < c0 are less than the (generally noncritical) ergodic
exponent c0. This is the main physical result of our pre-
liminary numerical experiments that we can present
and already discuss now (see Fig. 4).

We start with the distribution for K = 0.45 (the upper
solid line), which is far in the region without VICs (the
border of this region is at KB(d = 1/2) = 1/3; see
Eq. (2.3) above and [16]). But the regular trajectories
(Areg ≈ 0.318) together with LICs and the related critical
structure are present. As a result, the distribution (with
Dnorm = D∞) deviates considerably from the unperturbed
one for the ergodic motion with d = 0. The critical struc-
ture of this type in a relatively narrow layer around a
LIC is well studied by now (see, e.g., [4]), including the
case where the typical distribution deviates from a pure
power law. The latter would imply the exact scale
invariance of the underlying critical structure in both
the system phase space and its motion time.

The critical structure is described by the so-called
renormalization group, or renormgroup for brevity. On
the other hand, the equations of motion also form a cer-
tain (dynamical) group for any dynamical system. Such
a fundamental similarity allows interpreting the critical
structure as a certain dynamics, which was called the
renormdynamics [4, 20]. In this picture, the exact scale
invariance with a pure power-law distribution corre-
sponds to the simplest, periodic renormdynamics, even
though the original dynamics may be the most compli-
cated chaotic motion. The resolution of this apparent
paradox is that the complexity of the original dynamics
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
is “transferred” to the dynamical infinite-dimensional
space of the renormdynamics, leaving behind the sim-
plest renormdynamics itself (sometimes!).

This case is best studied only because it is the sim-
plest one. But the generic case is just the opposite—a
typical renormchaos is also chaotic [20, 21]. This
implies a certain chaotic oscillation of the characteristic
distribution around some average power law. This is
precisely the case for the upper distribution in Fig. 4. It
is characterized by the average critical exponent c1 =
0.3 with fluctuations of the order  – c1 = 0.1. Such an
interpretation of the critical structure in question is
known to be typical but not necessarily unique (see
below). The truly unique property of this critical struc-
ture is the infinite power law, with or without fluctua-
tions. The term “infinite” here corresponds to the range
of a renormdynamical variable lnD  –∞ with an
unrestricted variation, even though the diffusion rate
itself D > 0 is strictly bounded from below.

This is no longer the case for the critical structure of
a new type that we have encountered in our problem
and which is produced by VICs (=robust GICs) rather
than by robust LICs. As explained above, the principal
difference between the two is that the VIC is not an
invariant curve at all. In terms of renormdynamics, this
implies that a VIC can mimic a GIC for relatively large
lnD only. This is clearly seen in Fig. 4 in the upper part
of the distribution with the local critical exponent c2 =
0.09 and the parameter K = 0.335 (points). Here, we
have taken Dnorm = 10–6 < D∞ ≈ 2 × 10–5 much smaller
than the true diffusion rate D∞. This shifts the entire dis-
tribution to the right in order to avoid overlapping with
other distributions. This value is slightly above the bor-
der KB(1/2) = 1/3 [see Eq. (2.3)], where there are many
VICs without any GIC. As a result, the range of the
characteristic critical exponent c2, ∆lnD* ≈ 5 is very
short compared to the total available range ≈25. The
rest of the distribution remains sufficiently close to the
unperturbed one. This implies the absence of the criti-
cal structure or its sharp change at lnD & 2 at least.
With this interpretation, the renorm-motion stops in the
specified region.

This in turn implies a “dissipative” rather than
“Hamiltonian” renormdynamics. We note that the main
part of the distribution is close but not identical to the
unperturbed one because of a slight difference in the
characteristic exponent. Whether this implies a certain
very slow renorm-motion remains a very interesting
open question. Interestingly, the larger critical expo-
nent  = 0.45 is also close to the local critical exponent

 = 0.4 in the region without VICs or GICs; above, it
was interpreted as a random fluctuation in renorm-
chaos. Whether this is indeed true remains unclear.

Finally, the third distribution in Fig. 4 (the lower
solid line) actually coincides with the unperturbed dis-
tribution (Dnorm ≈ D∞), even though it corresponds to the

c1'

c2'

c1'
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region with many VICs and a strong suppression of the
diffusion (K = 0.3294—see Fig. 3 in [16]). A deviation
for very small D* is due to poor statistics at this end. We
note that the coincidence of both distributions is not
only asympotic (as F  0), but also complete, includ-
ing the opposite limit as F  1. This occurs in spite
of a rather large regular region Areg ≈ 0.581. The origin
of this peculiarity for a particular K value remains
unclear. One possibility is that the area of the critical
structure at the chaos border around this regular domain
is unusually small for some reason. Examples of such a
peculiarity are known in different models (see [22])
where the critical structure was found to be unusually
large but hidden. In other words, the motion was
ergodic but with strong correlations [cf. the unusual dif-
fusion rate in Eq. (2.8) for K ! 1 in the ergodic system
at d = 0]. Returning to this case in Fig. 4, we conclude
that our “unperturbed” power-law distribution with the
exponent c0 = 0.5 (dashed line) may well represent a
peculiar critical structure related to the strong hidden
temporal correlations rather than to a purely spatial
geometry of the phase space. If this is true, the correla-
tion decay may indeed be not a power-law one, as is the
case in the model in [22], where such a hidden decay is
purely exponential (see Fig. 6 in [22]).

We finally mention another peculiarity of the critical
structure in question: all the critical exponents found so
far are smaller, albeit by a small amount, than the
“unperturbed” or “hidden” one c0 = 0.5. The physical
meaning of this universal inequality is that the critical
structure under consideration always increases the
probability of a very low diffusion rate D  0. The
general mechanism of this effect is known (see, e.g.,
[4]) and is explained by the trajectory “sticking” within
a complicated critical structure, which slows down the
diffusion. Interestingly, the sign of the sticking effect
can be opposite when the sticking accelerates the diffu-
sion up to the absolute maximum D(t) ∝  t of the homo-
geneous diffusion rate [23, 24].

To summarize, we see that our “simple” model con-
sidered in this paper reveals a great variety of critical
structures still to be further studied and understood.

7. CONCLUSION: 
A HIDDEN CRITICAL STRUCTURE?

In this paper, we present some preliminary results of
the numerical experiments with a family of simple
models specified by the smooth canonical 2D map (2.1)
with global virtual invariant curves. As in [16], we use
here the same strongly chaotic model and again focus
on the statistics of the diffusion rate D, which proves to
be of a very complicated (apparently fractal) type deter-
mined by the so-called critical structure of both the
phase space and the motion (see, e.g., [4]). In [16], we
studied the statistics of the mean diffusion rate 〈D(K)〉
averaged over the ensemble of trajectories with random
initial conditions. Our main result there was the obser-
JOURNAL OF EXPERIMENTAL 
vation of very big and irregular fluctuations of the
dependence 〈D(K)〉  and a long and very slowly decay-
ing tail of the 〈D〉  distribution as 〈D〉   0. We termed
the latter effect the VIC diffusion suppression.

In the present paper, we continue studying this inter-
esting phenomenon in more detail. For this, we pass
from the statistics of averages 〈D(K)〉  as functions of
the model parameter K to the statistics of individual tra-
jectories for a given K. In principle, this approach pro-
vides the deepest insight into the statistical problem. As
the main statistical characteristic, we have chosen the
integral distribution F(D) in form (4.1) for poor statis-
tics as 〈D〉   0. Preliminary results of our extensive
numerical experiments presented in Fig. 4 confirm our
earlier conjecture on a critical structure underlying the
fractal dependence 〈D(K)〉  in [16], the true sign of such
a structure being various power-law distributions
found. Moreover, in addition to the familiar well-
known critical structure exemplified in Fig. 4 by the
case with the parameter K = 0.45, we observed many
cases of a rather different structure, as the one with K =
0.335. The principal difference of the latter is its finite
size in the structure variable ∆lnD & 5. A natural expla-
nation of this difference is as follows. First, the VIC is
not a true invariant curve like a GIC. The latter com-
pletely blocks the global diffusion, while the former
can at most inhibit the diffusion only. The mechanism
of inhibition is known to be the trajectory sticking
inside a very complicated critical structure. The stick-
ing is the stronger (longer), the smaller the spatial
and/or the longer the temporal scale of the critical struc-
ture. But for the VIC structure, both scales are strictly
limited. On the other hand, this restriction is the
weaker, the higher the VIC density. In the system under
consideration, the VIC density is rather large, and
hence, the restriction leaves enough freedom for a
strong suppression of the global diffusion for almost
any K. Moreover, because the critical exponent of the
VIC structure is typically very small (for example, c2 =
0.09 in Fig. 4), the probability of large suppression is
high even for a short critical structure (cf. [16] for a dif-
ferent characteristic of this phenomenon). This slowly
decaying suppression probability is well ascertained in
our numerical experiments, but we have no theoretical
explanation of such behavior.

We now come to possibly the most interesting result
of our current studies. Strange although it may seem,
this brings us to the apparently simplest case of our
model with d = 0, when the motion is ergodic. The
problem is whether it can still reveal any structure on
the grounds that the distribution F(D) is also a power
law (Fig. 4). This is certainly not the case if in addition
K @1 and the diffusion rate has standard form (2.11),
D ∝  K2. But if K ! 1, the diffusion rate becomes qual-
itatively different at least, D ∝  K5/2. This does not imply
anything in general. But in the particular case under
consideration, this dependence D(K) can be, and actu-
ally was, derived [16] from the resonance structure of
AND THEORETICAL PHYSICS      Vol. 95      No. 3      2002
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motion. If the system were not ergodic (with a divided
phase space), this structure would be clearly seen in the
phase space. The question is what happens for the
ergodic motion with the same dependence D(K). In
[16], we conjectured that some structure would persist
in the form of correlations that determine the diffusion
rate, which is in some “hidden” form and cannot be
directly seen in the picture of the motion in phase space.
An example of such a hidden critical structure was
found in [22] (see Section 6). But in that case, a partic-
ular distribution function was exponential rather than a
power-law one(?). Hence, the question is whether this
qualitative difference can depend on a particular char-
acteristic of the critical structure. Another question
arises from a very strange temporal behavior of the dif-
fusion rate in the same “simple” case of the ergodic
motion for d = 0—a “mysterious” plateau at the very
beginning of diffusion under a weak perturbation (K ! 1;
see Fig. 1). In this case, the dependence D(K) = K2/3 is
the same as in the opposite limit of strong (K @ 1)
uncorrelated perturbation(?) but for a very short time
only, the shorter the stronger the perturbation(?!).
Moreover, the correlations on the plateau not only are
very large as in the weak-perturbation limit K  0 but
also increase during the entire plateau regime [see
Fig. 1, dashed lines for the variances VM(τ) in Eq. (3.2)].
At present, we have no definite explanation for this con-
troversial behavior. A discreet current conjecture is as
follows. The duration of the plateau is tpl ≈ 1, or τpl ≈
1/Λ ≈ 1/Ω [see Eq. (2.9)]. But the latter expression
gives the phase oscillation period on the critical nonlin-
ear resonance that determines the diffusion rate [16].
One can then imagine that this period characterizes not
only the correlation decay, as usual, but also the corre-
lation uprise. But, the invariable diffusion rate over the
entire plateau region is yet to be explained.
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Abstract—We show that many properties of the baby skyrmions, which have been determined numerically, can
be understood in terms of an analytic approximation. In particular, we show that the approximation captures
properties of the multiskyrmion solutions (derived numerically) such as their stability towards decay into vari-
ous channels, and that it is more accurate for the “new baby Skyrme model” describing anisotropic physical
systems in terms of multiskyrmion fields with axial symmetry. Some universal characteristics of configurations
of this kind are demonstrated that are independent of their topological number. © 2002 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

It is known that the two-dimensional O(3) σ model
[1] possesses metastable states that can shrink or spread
out under perturbation because of the conformal (scale)
invariance of the model [2–4]. This implies that the
metastable states can be of any size, and therefore, a
term of the fourth order in derivatives, the so-called
Skyrme term, must be added to break the scale invari-
ance of the model. But the resulting energy functional
has no minima, and a further extra term is needed to sta-
bilize the size of the corresponding solitons; this term
contains no derivatives of the field and is often called
the potential (or mass) term. The field can then be
viewed as the magnetization vector of a two-dimen-
sional ferromagnetic substance [1], and the potential
term describes the coupling of the magnetization vector
to a constant external magnetic field. Because the extra
terms contribute to the masses of the solitons, their
dependence deviates from a simple law in which the
skyrmion mass is proportional to the skyrmion (topo-
logical) number and the two-skyrmion configuration
becomes stable, showing that the model possesses
bound states [5].

In this paper, we demonstrate that the simple analyt-
ical method used for the description of the three-dimen-
sional Skyrme model presented in [6] can also be used
to study various properties of the low-energy states of
the corresponding two-dimensional σ model when the
parameters that determine the contributions of the
Skyrme and the potential terms are not large. More pre-

¶This article was submitted by the authors in English.
1063-7761/02/9503- $22.00 © 20572
cisely, it was possible to describe the basic properties of
the three-dimensional skyrmions for large baryon num-
bers analytically [6], and it is therefore worthwhile to
derive such a description for the two-dimensional O(3)
σ model as well. In general, such analytical discussions
of soliton models are useful because they lead to a bet-
ter understanding of the soliton properties. The two-
dimensional O(3) σ model is widely used to describe
ferromagnetic systems, high-temperature superconduc-
tivity, etc., and the results obtained here can therefore
be useful for the understanding of these phenomena.

Our method is based on the ansatz introduced in [6]
and is accurate for the so-called “new baby Skyrme
model” [7] that describes anisotropic physical systems.
Its accuracy actually increases as the skyrmion number
n increases, and this method allows predicting some
universal properties of the ringlike configurations for
large n, independently of its particular value. Although
such models are not integrable, the new baby Skyrme
model appears to have the properties of an integrable
system in the case where n is large.

2. NEAR THE NONLINEAR O(3) σ MODEL

The Lagrangian density of the O(3) σ model with
the additional terms introduced and discussed in [5, 7,
8] is1

(1)

1 The first several paragraphs of this section follow [5, 8] very
closely and are included to make the paper more self-contained.

+
g2

2
----- ∂αn( )2 1

4e2
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Here, ∂α = ∂/∂xα; xα, α = 0, 1, 2, refer to both time and
spatial components of t, x, y); and the field n is a scalar
field with three components na, a = 1, 2, 3, satisfying
the condition

The constants g and e are free parameters, with g2 hav-
ing the dimension of energy. It is useful to think of g2

and 1/ge as natural units of energy and length, respec-
tively. The first term in (1) is familiar from σ models,
the second term, which is of the fourth order in deriva-
tives, is the analogue of the Skyrme term, and the last
term is the potential term. The respective potentials for
the old baby Skyrme model (OBM) and the new baby
Skyrme model (NBM) describing anisotropic systems
are given by

(2)

where µ has the dimension of energy, and 1/µ therefore
determines a second length scale in our model. Evi-
dently, VNBM ≤ VOBM at a fixed value of µ.

In three spatial dimensions, the Skyrme term is nec-
essary for the existence of soliton solutions, but the
inclusion of a potential is optional from the mathemat-
ical standpoint. Physically, however, a potential of a
certain form is required in order to give the pions a mass
[9]. By contrast, in two dimensions, a potential term
must be included in the above Lagrangian in order for
soliton solutions to exist. As shown in [10], the different
potential terms give quite different properties to the
multiskyrmion configurations when the skyrmion num-
ber is large. Our analytical treatment here supports this
conclusion, as shown in Sections 3–5.

We are only interested in configurations with finite
energy, and we therefore define the configuration space
to be the space of all maps n: R2  S2 that tend to the
constant field (0, 0, 1) (the so-called vacuum) at spatial
infinity,

(3)

Every configuration n can thus be regarded as a repre-
sentative of a homotopy class in π2(S2) = Z and has the
corresponding integer degree given by

(4)

The vacuum field is invariant under the symmetry
group

where E2 is the Euclidean group of two-dimensional
translations and rotations, acting on fields via pullback.

n2 n1
2 n2

2 n3
2+ + 1.= =

VOBM µ2 1 n3–( ),=

V NBM
1
2
---µ2 1 n3

2–( ),=

n x( )
x ∞→
lim 0 0 1, ,( ).=

deg n[ ] 1
8π
------ x2

e
bcn ∂bn ∂cn×( ).d∫=

G E2 SO 2( )iso P,××=
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The SO(2)iso subgroup of the three-dimensional rota-
tion group acting on S2 is the subgroup that leaves the
vacuum invariant (we call its elements isorotations to
distinguish them from rotations in physical space).
Finally, P is a combined reflection in both space and the
target space S2.

We are interested in stationary points of deg[n] ≠ 0;
the maximal subgroups of G under which such fields
can be invariant are labeled by a nonzero integer n and
consist of spatial rotations by some angle α ∈  [0, 2π]
and simultaneous isorotation by –nα. Fields that are
invariant under such a group are of the form

(5)

where ( , φ) are polar coordinates and f( ) is the profile
function. Such fields are the analogues and generaliza-
tions of the hedgehog fields in the Skyrme model. In
this parametrization, which involves azimuthal symme-
try of the fields, it is assumed that all the skyrmions sit
on top of each other in forming the multiskyrmion con-
figuration.

It is easy to show that the degree of field (5),

(6)

is equal to the azimuthal winding number n.

The respective static energy functionals related to
Lagrangian (1) for the OBM and the NBM are given by

(7)

(8)

In (7) and (8), the length  is absorbed such
that the scale size of the localized structures is a func-

tion of the dimensionless spatial coordinate r = 
and the dimensionless parameter a = µ/ge becomes the
only nontrivial parameter of the model. Finiteness of
the energy functional requires that the profile function
must satisfy the boundary conditions f(0) = π and
f(∞) = 0.

n1 f r̃( )sin nφ( ), n2cos f r̃( ) nφ( ),sinsin= =

n3 f r̃( ),cos=

r̃ r̃

deg n[ ] n,=

Ecl n( )OBM
g2

2
----- r r f '2

n2 fsin
2

r2
------------------+
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+ a
n2 f '2 f 2sin
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Ecl n( )NBM
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----- r r f '2

n2 fsin
2

r2
------------------+

d∫=
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Setting φ = cosf in (7), we rewrite the energy func-
tional as

(9)

and similarly for Ecl(n)NBM. We next parametrize the
field φ using the ansatz introduced in [6] for the descrip-
tion of the three-dimensional skyrmions,

(10)

After the integration with respect to r, this leads to the
analytic expressions for the energy

(11)

(12)

Here, p and rn are parameters that still must be deter-
mined by minimizing the energy. In fact, rn corresponds
to the radius of the n-soliton configuration. We remark
that in deriving (11) and (12) we used the Euler-type
integrals (see also [6])

(13)
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It can be easily proved that the minimization of the
energies in Eqs. (11) and (12) implies that

(14)

i.e., (  = , and the minimum
energy values are therefore equal to

(15)

(16)

It is obvious that the energy contributions of the
Skyrme and the potential terms are equal due to (14),
which is in agreement with the result obtained from
Derrick’s theorem. Equations (15) and (16) provide an
upper bound for the energies of baby skyrmions for any
value of p. To obtain the lowest upper bound, we must
minimize the right-hand sides of (15) and (16) with
respect to the parameter p. In what follows, we investi-
gate various cases that correspond to different values of
the only nontrivial parameter of the model, a.

We first consider the case where a ! 1, i.e., the
model parameter is very small. We observe that, for a =
0, ansatz (10) is a solution of the model for p = 2n,
which implies that p  2n as a  0. In accordance
with (14), the radius of the multiskyrmion configura-
tion then increases with n,

Moreover, the configuration consists of a ring of the
thickness δ ≈ 4rn/p, and therefore

We remark that the ring thickness is determined as the
difference of the values of φ inside (which is equal to
−1) and outside (which is equal to +1) the ring (i.e.,
dφ = 2) divided by its derivative at r = rn, where φ(rn) = 0;
as a consequence of (10); φ'(rn) = p/2rn.

Magnetic solitons of this type have been observed in
[11, 12] as solutions of the Landau–Lifshitz equations
defining the dynamics of ferromagnets. (We note that
the static solutions of the baby Skyrme model and the
Landau–Lifshitz equations are related.) In general,
φ(r) given by (10) for p = 2n is a low-energy approxi-
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mation of multiskyrmion configurations (for n > 1),
because the corresponding energies given by (15) and
(16) are infinite for n = 1. Indeed, it is a matter of simple
algebra to show that

(17)

For large n, the energies take the asymptotic values

(18)

We note that the energy of the OBM per unit skyrmion
number increases as n increases, while the energy of the
NBM per skyrmion decreases as n increases and
becomes constant for large n. In fact, the energies given
by (17) are the upper bounds of the multiskyrmion
energies because the exact profile function correspond-
ing to the minimum of the energy differs from that
given by (10).

3. PERTURBATION THEORY 
FOR THE MODEL PARAMETER

In this section, we obtain energy corrections up to
the second or higher orders with respect to the model
parameter a. The corresponding energies for the OBM
and NBM can be written as

(19)

where f(p) and h(p) can be evaluated from (15) and
(16), respectively. Letting p = 2n + e and expanding
energies (15) and (16) up to the second order in e, we
obtain f(p) = n + e2/8n, h(p) = h0 + eh1, where

In fact, the corresponding functions for the OBM and
the NBM are given by

Ecl n 2=( )OBM 4πg2 2 aπ+( ),=

Ecl n 2=( )NBM 4πg2 2 aπ
2

-------+ 
  ,=
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3 3
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  ,=
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(20)

(21)

Minimization of (19) with respect to e implies that

At large values of n, the parameters e and p = 2n + e
take the values

(22)

(23)

For any a, the effective power p(n)OBM becomes nega-
tive as n increases and the approach based on the
assumption that eOBM is small is not self-consistent (also
see the next section). On the contrary, for the NBM,
p(n)NBM ≈ 2n as n increases, which implies that our con-
sideration is self-consistent in this case. In terms of
(19)–(21), the energy per skyrmion of the n-skyrmion
configuration takes the value

(24)

which gives
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Table 1.  Energy per unit skyrmion number (in 4πg2) for different values of the parameter a for the OBM with second-order
corrections in a taken into account

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 n = 8

a = 0.001 1.0063 1.00157 1.0016 1.0017 1.0019 1.0021 1.0023

a = 0.01 1.0384 1.0157 1.0161 1.0176 1.0191 1.0206 1.0234

a = 0.0316 1.0933 1.0496 1.0508 1.0553 1.0601 1.0649 1.0737

a = 0.1 1.2227 1.1567 1.1605 1.1737 1.1882 1.2025 1.2291

a = 0.316 1.5113 1.4930 1.5026 1.5358 1.5638 1.6126 1.6835

ahed = 0.316 (num) 1.5647 1.4681 1.4901 1.5284 1.5692 1.6092 1.6832

a = 0.316 (num) 1.564 1.468 1.460 1.450 1.456 1.449 –

Note: The last two lines contain the exact results obtained from the numerical simulations of the respective multiskyrmions with ringlike
shapes (n ≥ 2) and with shapes other than ringlike (n ≥ 3) [10]. In the first case, we have numerically solved the equations using the
hedgehog ansatz (5).

Table 2.  Energy per unit skyrmion number for different values of the parameter a for the NBM

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 n = 8 n = 12 n = 16

a = 0.01 1.0363 1.0111 1.0093 1.0088 1.0085 1.0084 1.0083 1.0082 1.0082
a = 0.0316 1.0851 1.0348 1.0294 1.0277 1.0270 1.0266 1.0262 1.0260 1.0259
a = 0.1 1.1887 1.1083 1.0928 1.0877 1.0855 1.0843 1.0831 1.0823 1.0820
a = 0.316 1.3814 1.3238 1.2912 1.2768 1.2699 1.2662 1.2626 1.2602 1.2593
a = 0.4213 1.44 1.4193 1.3865 1.3684 1.3597 1.3549 1.3501 1.3467 1.3455
a = 0.4213 (num) 1.564 1.405 1.371 1.358 1.352 1.349 1.3447 1.3407 1.3385
Note: The last line contains the exact results determined by the numerical simulations [10] of multiskyrmions with ringlike shapes for a = 0.4213,

which coincide with ours for n ≤ 6. 
(25)

For large n, the energies in Eq. (24) take the asymp-
totic values

(26)
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We note that the energies of the two models behave dif-
ferently when we consider terms of the second order in
the model parameter, i.e., the terms ~a2 Indeed, for the
OBM, the contribution to the energy is linearly propor-
tional to the skyrmion number n, while, for the NBM,
the contribution decreases rapidly as the skyrmion
number increases. This implies that the linear approxi-
mation in a is accurate for the NBM because the qua-
dratic term becomes negligible for large n. Numerical
results obtained for different values of a for the OBM
and NBM are presented in Tables 1 and 2, respectively.

As we have noted previously, our method cannot
describe the one-skyrmion configuration because the
corresponding energies become infinite. But setting p =
2 + ε in (15) and (16) and expanding all terms up to the
third order in ε ! 1, we obtain

(27)

where γ takes a different value for each of the two
models,

(28)

Ecl n 1=( )
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We note that, with the terms of only up to the second
order in ε considered, the corresponding energy in
Eq. (27) simplifies to

and the minimum occurs at

Finally, the minimum of (27) occurs at

(29)

and corresponds to a shift of ε1 because higher order
corrections in ε were considered in (27). The energy of
the one-skyrmion configuration is

(30)

Equation (30) implies that, for a single skyrmion, the
energy expansion in a is proportional to a power of a
instead of being linearly proportional to a (which is the
case for the multiskyrmion configurations with n ≥ 2),
while its convergence is worse than for multiskyrmions,
especially for the NBM. In fact, for a = 0.4213, the first
two terms in (30) are equal to 1.807, and the next-order
term decreases this value to 1.44, which gives an error
of 7% compared to the exact value 1.564 obtained from
numerical simulations. We note that our one-skyrmion
parameterization gives the same energy for both mod-
els if only the expansions up to the lowest order in a are
considered: the difference appears only in the term

~aγ  in (27).
It is clear from the results in Tables 1 and 2 that our

approximate method gives energy values that are very
close to the exact values obtained by numerical simula-
tions, especially for the NBM. In particular, the differ-
ence between the exact and the approximate energies
for a = 0.4213 is less than 0.5% for n ≥ 6. For smaller
values of a, the agreement between analytical and
numerical results is even better. In evident agreement
with (2), the energies of the NBM skyrmions given in
Table 2 are smaller than those of the OBM skyrmions
(see Table 1) at the same values of the model parame-
ters.

We note that, for the OBM (when a is small), the
energy per skyrmion of a multiskyrmion configuration
with n ≥ 2 is smaller compared to the single skyrmion
energy, and therefore, these configurations are bound
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states, stable with respect to the decay into n individual
skyrmions. On the contrary, the ringlike OBM multi-
skyrmions with even n (where n ≥ 4) are unstable with
respect to the decay into two-skyrmion configurations,
while configurations with odd n (where n ≥ 5) are
unstable with respect to the breakup into two- and
three-skyrmion configurations. In addition, Table 1 and
Eq. (30) show that, for any n ≠ 1, there is an upper limit
for the model parameter, a ≤ acr(n), above which the
ringlike n-skyrmion configuration can decay into n
individual skyrmions.

We now consider the case where n = 3 in more
detail. As can be observed from the energies in Eqs. (17)
and (30), the ringlike three-skyrmion configuration is
stable with respect to the decay into a single and a two-
skyrmion configuration for a ≤ 0.77 because

(31)

and this difference becomes positive if and only if

(32)

For the skyrmion configurations with n = 1, 2, 3, correc-
tions to the energy of the higher order in a lead to
smaller critical values acr(n).

Because our fields with axial symmetry (5) and (10)
correspond to ringlike solutions of the Euler–Lagrange
equations [1] for a = 0, they must also be solutions of
the corresponding equations as a  0, i.e., when a
takes values in a small region close to zero. (In fact, this
region actually becomes narrower as n increases
because the expansion in a becomes less convergent in
this limit.) On the other hand, the latticelike configura-
tions (tripole for n = 3, quadrupole for n = 4, etc.) are
solutions of the equations when a ≥ acr(n) for given n [5,
10, 13]. But the transition from the ringlike configura-
tion to any other minimum energy configuration is a
phenomenon that has not been studied in much detail
and deserves further investigation.

Finally, it should be stressed that, in contrast to the
linear approximation, the quadratic approximation
given by (25) does not provide an upper bound for the
energy.

4. AWAY FROM THE NONLINEAR O(3) σ MODEL

In the general case, for arbitrary values of the
parameter a and the skyrmion number n, soliton solu-
tions can be obtained by numerically minimizing the
energy in Eqs. (15) and (16) with respect to the variable
p. This leads to an upper bound for the corresponding
energies because the profile function is given by (10).

For large a at fixed n (or for large n at fixed a),
expansion (20) is not self-consistent for the OBM. But

E1 E2 E3 1.611a4/5 aπ 8
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some analytical results can also be obtained in this case
because, for large a, Eq. (15) can be approximated by

(33)

The expansion of (33) up to second-order terms with
respect to p gives

(34)

where

its minimization implies that

and the corresponding energy is therefore given by

(35)

We note that, in contrast with the results obtained near
the nonlinear σ model, the parameter p is independent
of the skyrmion number n for large a. For a @ n, the
skyrmion radius is proportional to the square root of the
skyrmion number, rn ∝  n1/2; the skyrmion thickness is
given by

and therefore, the ringlike structure of the configuration
is not very pronounced. Direct numerical minimization
of (33) with respect to p gives pmin = 4.5, and the corre-
sponding value of the energy is

(36)

The energy obtained by solving the Euler–Lagrange
equation numerically is [8]

The profile function corresponding to this solution is
given by

and

This solution is quite different from our parameteriza-
tion (10), and the 16% difference between the exact and
the approximate solutions is therefore understandable.

To conclude, we recall that, for the NBM, parame-
terization (10) works well for arbitrarily large n and its
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accuracy increases with increasing n, as illustrated in
Table 2.

5. PROPERTIES OF THE SKYRMIONS:
MEAN SQUARE RADII, ENERGY DENSITY,

AND MOMENT OF INERTIA

Many properties of multiskyrmions can be deter-
mined using ansatz (10). For example, the mean square
radius of the n-skyrmion configuration takes the simple
form

(37)

where rn is given by (14) for the OBM and NBM. For
small a, it was shown in Section 2 that p = 2n, implying
that the mean square radius becomes

(38)

which takes the respective values π, 8π/3 , π , …

and π, 8π/3, 2π , … for n = 2, 3, 4, ….

For the NBM, even for a sufficiently large value of
the parameter a, analytical formula (14) with the power

p taken from (23) gives the values of , in
remarkably good agreement with those obtained in
numerical calculations. For example, the analytical

result for n = 3, a = 0.4213 is  = 2.987 (in natural
units of the model, 1/geµ), to be compared with 2.872
obtained numerically. This agreement improves with

increasing n, and we have  ~ 10.92 for n = 12,
to be compared with 10.85 determined numerically. A
similar agreement between analytical and numerical
results takes place for the mean square radius of the
energy distribution of multiskyrmions (the 3D case was
considered in detail in [6]).

We note that the one-skyrmion configuration is
(still) a singular case because (37) is undefined for n = 1.
But as we have shown earlier, by expressing p = 2 + ε
and expanding (14) in ε, we obtain  = ,
which leads to

(39)

for εmin given by (29). Our approximate method there-
fore shows that, as the model parameter tends to zero,

r2〈 〉 n
1
2
--- rr2φ'd∫

2πrn
2

p 2π/ p( )sin
-----------------------------,= =

r2〈 〉 nOBM

π 2 n2 1–( )
π/n( ) 3nsin

--------------------------------,≈

r2〈 〉 nNBM

π 2 n2 1–( )
n π/n( ) 3sin
--------------------------------,≈

3 5

2 5

r2〈 〉 nNBM

r2〈 〉 3

r2〈 〉 12

rn 1=
2 2ε/3

r2〈 〉 1 2 2

3εmin
------------=
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the mean square radius of the one-skyrmion field tends
to infinity because

on the other hand, because

the mean square radius is given by (39) for both models
in this case.

The average energy density per unit surface element
is defined as

(40)

with δ ≈ 2rn/n [see discussion after (16)]. For the NBM,
when n is large, (40) takes the constant value

(41)

i.e., is independent of n. Equation (41) therefore repre-
sents the fundamental property of multiskyrmions of
this type. On the contrary, for the OBM with ringlike
configurations (which do not correspond to the mini-
mum of the energy [5, 10]) taken into account, the

energy density increases with n as  for small values
of a.

Another quantity of physical significance determin-
ing the quantum corrections to the energy of skyrmions
is the moment of inertia; it has been considered for two-
dimensional models in [13]. To obtain the energy quan-
tum correction of the soliton, due to its rotation around
the axis perpendicular to the plane in which the soliton
is located, we must take the t-dependent ansatz of the
form

(42)

The ω dependence of the energy is then given by the
simple formula

(43)

where ΘJ, the so-called moment of inertia, is given
by [13]

(44)

r2〈 〉 1 a 1/5– ;∼

r2〈 〉 NBM n( ) n r2〈 〉 OBM n( ),=

ρE

Ecl n( )
2πrnδ
--------------=

ρENBM
eµg3 3

2
--- a+ 

  ,≈

n

n1 f r̃( ) n φ ωt–( )[ ] ,cossin=

n2 f r̃( ) n φ ωt–( )[ ] ,sinsin=

n3 f r̃( ).cos=

Erot ΘJ

2
------ω2,=

ΘJ n( ) g2n2 r2 f 1 a f '2+( ).sin
2

d∫=
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Using (10) and the relations

(45)

we find that, at large values of n, the moment of inertia
simplifies to

(46)

which holds for any multiskyrmion configuration
described by ansatz (10), for both models. For small

values of a, letting p = 2n and taking  given by (14),
we find that

(47)

which implies that, for large n, the moment of inertia is

(48)

in agreement with simple semiclassical arguments for
the thin massive ring. Similar semiclassical formulas
have been obtained for the three-dimensional skyrmi-
ons (see, e.g., [6, 14]), and the moment of inertia was
shown to be given by

for large baryon numbers; this expression is valid for a
classical spherical bubble with the mass concentrated in
its shell.

6. CONCLUSIONS

We have presented an analytical approach for deriv-
ing approximate expressions of skyrmion solutions in
the two-dimensional O(3) σ model. These approxima-
tions are very accurate for small values of the parameter
a that determines the weight of the Skyrme term and the
potential term in the Lagrangian. For other values of the
model parameter, we have performed some numerical
calculations and then combined them with further ana-
lytical work to investigate the binding and other prop-
erties of multiskyrmion states.

Two models have been studied: the old baby Skyrme
model and the new baby Skyrme model, which differ
from each other in the form of potentials (2). For both
models, the a dependence of the energy of a single
skyrmion differs from the cases where topological

1
4
--- 1 φ2–( )r rd∫

r/rn( )pr rd

1 r/rn( )p+[ ] 2
--------------------------------

0

∞

∫
2πrn

2

p2 2π/ p( )sin
-------------------------------,= =

p 2,>

1
16
------ 1 φ2–( )2 rd

r
-----∫

r/rn( )2 p rd

1 r/rn( )p+[ ] 4
r

-----------------------------------

0

∞

∫ 1
6 p
------, p 0,>= =

ΘJ n( ) 4πg2nrn
2 2n

p
------ anp

3rn
2

---------+ 
  ,≈

rn
2

ΘJ n( )OBM 4πg2nrn
2 1 a

2n
3

------+ 
  ,≈

ΘJ n( )NBM 4πg2nrn
2 1 a

2
3
---+ 

  ,≈

ΘJ n( ) Ecl n( )rn
2,≈

ΘJ 2MBrB
2 /3=
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number n ≥ 2. For the OBM, when a is small, the n = 3
skyrmion configuration is stable with respect to the
decay into a single skyrmion and a two-skyrmion con-
figuration, while the ringlike multiskyrmion configura-
tions with n ≥ 4 are unstable with respect to the breakup
into two- and three-skyrmion configurations. For the
NBM, on the other hand, the hedgehog multiskyrmion
configurations considered in [10] and here describe
bound states, because the energy per skyrmion
decreases as the skyrmion number increases. We note
that the results obtained for the NBM are similar to the
ones obtained for the three-dimensional model studied
in [6]. In both cases, the energy per skyrmion decreases
as the skyrmion number increases. The three-dimen-
sional skyrmions obtained using the rational map
ansatz [15] for large n have the form of a bubble with
the energy and the baryon number concentrated in the
shell. The thickness and the energy density of the shell
(which is analogous to the thickness of the ring in the
two-dimensional case) are independent of the skyrmion
number [6]. Similarly, in this paper we have shown that,
for large n, the two-dimensional baby skyrmions of the
NBM correspond to ringlike configurations with a con-
stant thickness and a constant energy density per unit
surface of the ring. The building material for these
objects is a band of matter with a constant thickness and
the average energy density per unit surface. The baby
skyrmions can therefore be obtained as dimensional
reductions of the three-dimensional skyrmions at large
n; the three-dimensional skyrmions can be derived
from the two-dimensional baby skyrmions as dimen-
sional extensions.

It was concluded in [8] that the Casimir energy, or
quantum loop corrections, can destroy the binding
properties of the two-skyrmion bound states. The valid-
ity of this argument for the two- and three-skyrmion
bound states of the NBM would be worth investigating.
Another interesting problem is to determine to what
extent the region of sufficiently small a is of importance
from the standpoint of physics. For large a, the method
overestimates the skyrmion masses for the OBM but is
accurate for the NBM, especially for large n.

The existence of bound states of the three-dimen-
sional skyrmions has rich phenomenological conse-
quences in elementary particles and nuclear physics. It
suggests possible existence of multibaryons with non-
JOURNAL OF EXPERIMENTAL
trivial flavor, strangeness, charm, or beauty; more
details are given in [14] and references therein. Simi-
larly, the existence of bound states of two-dimensional
baby skyrmions with universal properties in the NBM,
which describes anisotropic systems, can also have
some consequences for the condensed state physics,
which would be worth investigating in detail.
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